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ment of the University of Algarve that gave me a fundamental support in the experimental
realization of this work, introducing me to LabView and skillfully repairing the electro-
magnet supplied by Prof. J. J. Moura from the New University of Lisbon, to whom I give
my thanks.

The fundamental help of Miguel Dias Costa, from the Physics Center of Porto
(CFP), in performing part of the numerical calculations of this work (the most difficult
ones, in fact) is here truly recognized and deeply acknowledge.

It is important to express my gratitude to Sylvie Alves and Ana Nunes for their
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Abstract

This work is mainly dedicated to the study of spin dependent transport in mag-
netic nanostructures. The principal objective is the optimization of the magnetoresistive
performance of such structures, in order to built high density Magnetic Random Access
Memories (MRAM). Nevertheless, new resistive properties are also found, that could be
useful for another type of non-volatile memory device, in this case, Resistive Random
Access Memories (ReRAM). The thesis is basically divided into two parts, the first one
considers the theoretical analysis of multilayered magnetic junctions and the second one
is dedicated to the experimental study of magnetic granular multilayers.

Theory: In this part, spin dependent coherent transport (in the current perpendic-
ular to plane geometry) through single, double and triple spacer magnetic junctions were
studied in the single-band tight binding approximation. From the exact calculation of wave
states in the entire system it was possible to calculate both the transmission and reflection
coefficients. These coefficients were then used in the Landauer-Büttiker formalism to
calculate the conductance which is dependent on the specific magnetic configuration of
the ferromagnetic electrodes. As a generalization, complex structures were investigated
with the use of a matrix method developed to describe arbitrary multilayered systems. The
main finding of these treatments was an impressive enhancement of the magnetoresistance
performance, higher than ∼ 3000% (at zero temperature), when the conduction regime
crossed from tunnel to metallic, in the so called shallow band regime. In addition, two
extensions were made in the simplest case of a single spacer magnetic junction: the effect
of voltage and temperature in the magnetoresistance, and calculation of the transmis-
sion and reflection coefficients for an arbitrary angle between the magnetizations. The
first consideration showed that the magnetoresistance enhancement still occurs at room-
temperature, but it strongly decreases with the applied voltage. The second one will enable
the calculation of both charge and spin-transfer dependencies on the relative angle between
magnetizations. In addition, tunnel transport processes were considered in a square lattice
of metallic nanogranules embedded into insulating host. Based on a simple model with
three possible charging states (±, or 0) of a granule and three kinetic processes (creation or
recombination of a ± pair, and charge translation) between neighbor granules, mean-field
kinetic theory was developed. The interplay between charging energy and temperature,
and between the applied electric field and the Coulomb fields by non-compensated charge
density was carefully studied. The resulting charge and current distributions were found
to differ essentially in free area (FA) or in contact areas (CA) of a granular layer with
respect to macroscopic metallic contacts. Steady state dc transport in CA is accompanied
with charge accumulation and non-ohmic behavior of conduction. Approximate analytic
solutions were obtained for characteristic regimes (low or high charge density) of such
conduction.

Experiment: This part was mainly focused on the study of diluted magnetic granular
multilayered nanostructures. The films were composed of ten granular Co80Fe20 layers
(with nominal thickness of 0.7 and 0.9 nm) embedded into an insulating Al2O3 matrix.
The magnetization measurements revealed a slight deviation from the superparamagnetic
state due to dipolar interactions among neighbor grains. The blocking temperatures are of
the order of ∼ 40 K, decreasing with the applied magnetic field. The anisotropy constant
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values found, ∼ 1.4× 106 erg cm−3, are higher than the typical bulk ones, due to surface
effects. Transport measurements were performed in the current in plane geometry using
two gold contacts evaporated on top of the samples. The magneto-transport data revealed
that room temperature magnetoresistance has a sizeable value of 6% at fields of H ≈ 10
kOe. Moreover, from the extrapolation of the Inoue-Maekawa law fit it is expected that
magnetoresistance could reach ∼ 8% for saturation fields of Hs ∼ 50 kOe. Further,
resistive switching properties were also found in these samples (using the same current
geometry). It was shown that the resistive switching is followed by a discrete capacitive
switching, leading to the development of a new model for these phenomena, different from
the common filamentary theory.
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Resumo

Este trabalho está dedicado, principalmente, ao estudo do transporte electrónico
dependente do ”spin” em nano-estruturas magnéticas. O principal objectivo é a opti-
mização da performance magnetoresistiva destas estruturas para a construção de Memórias
Magnéticas de Acesso Aleatório (MRAM) de elevada densidade de armazenamento de
dados. No entanto, foram também descobertas novas propriedades resistivas que poderão
ser úteis para outro tipo de memórias não voláteis, neste caso, Memórias Resistivas de
Acesso Aleatório (ReRAM). A tese divide-se, basicamente, em duas partes, a primeira
parte considera a análise teórica de junções multicamada magnéticas e na segunda faz-se
um estudo experimental de multicamadas granulares magnéticas.

Parte teórica: Nesta parte, foi estudado o transporte electrónico coerente e de-
pendente do ”spin” (na configuração de corrente perpendicular aos planos atómicos) em
junções magnéticas com ”espaçador” único, duplo e triplo utilizando a aproximação de
electrões fortemente ligados restrita a processos com apenas uma banda electrónica. Do
cálculo exacto das funções de onda em toda a estrutura foi posśıvel calcular os coeficientes
de transmissão e de reflexão. Estes coeficientes foram então utilizados, no contexto do
formalismo de Landauer-Büttiker, no calculo da condutância que, naturalmente, depende
da configuração magnética espećıfica do eléctrodos ferromagnéticos. A generalização para
estruturas complexas foi feita com recurso a um método matricial desenvolvido para
descrever sistemas multicamada abirtrátios. O principal resultado destes tratamentos foi
um impressionante aumento da magneto-resistência, maior que ∼ 3000% (a temperatura
zero), quando o regime de condução passa de túnel para metálico, designado regime de
banda pouco profundo. Além disso, foram feitas duas extensões no caso mais simples de
um único ”espaçador”: o efeito de voltagem e da temperatura na magneto-resistência e
o cálculo dos coeficientes de transmissão e de reflexão para ângulos arbitrários entre as
magnetizações. A primeira consideração mostrou que o aumento da magneto-resistência
persiste mesmo à temperatura ambiente, mas decresce fortemente com a aplicação da
voltagem. A segunda possibilitará o cálculo da dependência com ângulo relativo das
magnetizações da transferência de carga e de ”spin”. Além disso, foram considerados
os processos de transporte de túnel numa estrutura quadrada de nanogranulos metálicos
incorporados numa matriz isoladora. Utilizando um modelo simples com três posśıveis
estados de carga (±, ou 0) de um grânulo e três processos cinéticos (criação ou recom-
binação de ± par, e transporte de carga) entre grânulos vizinhos, foi desenvolvida teoria
de campo médio cinética. A interacção entre a carga de energia e a temperatura, e entre
o campo eléctrico aplicado e os campos de Coulomb (resultantes de densidades de carga
não compensadas) foi cuidadosamente estudada. A carga resultante e as distribuições de
corrente foram encontradas e diferem essencialmente na área livre da área de contacto de
uma camada granular com os contactos macroscópicos metálicos. Transporte no estado
estacionário é acompanhado de acumulação de carga e de efeitos não-ohmicos de condução
na área de contacto. Soluções anaĺıticas aproximadas foram obtidas para dois regimes
caracteŕısticos de condução (alta ou baixa densidade de carga).

Parte experimental: Esta parte foi fundamentalmente focada no estudo de nano-
estruturas multicamada magnéticas granulares no limite dilúıdo. Os filmes eram compos-
tos por dez camadas granulares de Co20Fe80 (com espessuras médias de 0.7 e 0.9 nm)
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embebidos numa matriz isoladora de Al2O3. As medidas de magnetização revelaram
um pequeno desvio do estado superparamagnético devido às interacções dipolares entre
grãos vizinhos. As temperaturas de bloqueio são da ordem de ∼ 40 K, diminuindo
com o campo aplicado. Os valores encontrados para as constantes de anisotropia, ∼
1.4 × 106 erg cm−3, são maiores que os t́ıpicos de amostras macroscópicas, devido aos
efeitos de superf́ıcie. As medidas de transporte foram feitas, neste caso, na geometria de
corrente no plano utilizando dois contactos de ouro evaporados em cima das amostras.
As medidas de magnetotransporte revelaram que a magneto-resistência à temperatura
ambiente tem um valor significativo de 6% para campos H ∼ 10 kOe. Sendo que
extrapolando os dados experimentais utilizando a conhecida lei de Inoue-Maekawa é de
esperar que a magneto-resistência possa chegar a ∼ 8% para campos de saturação de Hs ∼
50 kOe. Finalmente, propriedades de ”comutação resistiva” foram também encontradas
nestas amostras (utilizando a mesma geometria de corrente). Foi demonstrado que a
”comutação resistiva” é seguida de uma ”comutação discreta da capacidade”, o que levou
ao desenvolvimento de um novo modelo para este fenómeno que é diferente da comum
teoria filamentar.
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Résumé

Ce travail est principalement dédié à l’étude du transport dépendant du spin en
nanostructures magnétiques. Le principal objectif est l’optimisation de la performance
magneto-résistive de ces structures, en vue de construire des mémoires magnétiques de
haute densité de stockage de données Random Access Memories (MRAM). Néanmoins,
de nouvelles propriétés de résistance qui pourraient être utiles pour un autre type de
mémoire non-volatile, ont été découvertes, il s’agit des Resistive Random Access Memories
(ReRAM).

La thèse est essentiellement divisée en deux parties, la première traite de l’analyse
théorique des jonctions avec multicouches magnétiques et la seconde est consacrée à l’étude
expérimentale des multicouches magnétiques granulaires.

Théorie: Dans cette partie, le transport cohérent du spin à travers des jonctions
magnétiques avec une, deux et trois couches non-magnétiques a été étudiée (dans la
géométrie de courant perpendiculaire au plan), dans la approximation de seule bande
des électrons fortement contraignante. Depuis le calcul exact des états quantiques dans
l’ensemble du système, il a été possible de calculer à la fois les coefficients de transmission
et de réflexion. Ces coefficients sont ensuite utilisés dans le formalisme de Landauer-
Büttiker pour le calcul de la conductance, qui dépend de la configuration magnétique
des éléments ferromagnétiques. Comme une généralisation, des structures complexes
ont été étudiées avec l’utilisation d’une méthode matricielle pour décrire les systèmes
multicouches arbitraire. Le principal résultat de ces traitements a été un impressionnant
renforcement de la magnétorésistance, supérieur à 3000% (à la température de zéro), lors
de la traversée du régime de conduction tunnel pour métallique, dans le régime de bande
peu profond. De plus, deux extensions ont été faites dans le cas d’une jonction magnétique
simple: l’effet de voltage et de température dans la magnétorésistance, et le calcul des
coefficients de transmission et de réflexion à l’angle arbitraire entre les magnétisations. Le
premier examen a montré que l’amélioration de magnétorésistance persiste à température
ambiante, mais il diminue fortement avec le voltage appliqué. Le second permettra le calcul
des dépendances du transport de charge et spin avec l’angle relatif des magnétisations. En
outre, les processus de transport tunnel ont été pris en compte dans un réseau carré de
nanogranules métalliques intégrés dans une isolante d’accueil. Basé sur un modèle simple à
trois états possibles de charge (±, ou 0) d’une granule et trois processus cinétiques (création
ou la recombinaison d’un ± paire, et le transport de charge) entre granules voisines, de
théorie cinétique de champ moyen a été développé. L’interaction entre la l’énergie de
charge et la température, et entre le champ électrique appliqué et les champs de Coulomb
(par la densité de charge non compensée) a été soigneusement étudiée. La charge et les
distributions du courant ont premis de constater des différences, essentiellement dans la
zone libre ou dans les zones de contact d’une couche granulaire par rapport aux contacts
métalliques macroscopiques. L’état de transport d’équilibre dans la zone de contact
est accompagnée d’une accumulation de charge et de comportements non-ohmiques de
conduction. Des solutions analytiques approximatives ont été obtenues pour les régimes
de caractéristiques (faible ou forte densité de charge) de conduction.

Expérience: Cette partie a été principalement axée sur l’étude des nanostructures,
avec multicouches magnétiques granulaires dans la limite dilué. Les films ont été composés
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de dix couches granulaires Co20Fe80 (avec épaisseur nominale de 0, 7 et 0, 9 nm) embarquées
dans une matrice isolante de Al2O3. Les mesures de magnétisation ont révélé un léger
écart par rapport à l’état de superparamagnétique en raison des interactions dipolaires
entre les grains voisins. Les températures de blocage sont de l’ordre de 40 K, avec
la diminution sur le champ magnétique appliqué. Les valeurs trouvées des constantes
d’anisotropie, ∼ 1.4 × 106 erg cm−3, sont plus élevées que la caractéristique pure des
échantillons macroscopiques, en raison d’effets de surface. Des mesures de transport ont
été effectuées dans la géométrie de courant dans le plane au moyen de deux contacts
évaporés sur des films. Les données de magnéto-transport ont révélé, à la température
ambiante, une importante valeur de magnétorésistance de 6% à des champs de H ∼ 10
kOe. En outre, à partir de l’extrapolation du modèle de Inoue-Maekawa, on constate que
la magnétorésistance pourrait atteindre ∼ 8% pour les champs de saturation de Hs ∼ 50
kOe. Enfin, des propriétés de commutation résistives ont également été découvertes dans
ces échantillons (en utilisant la même géométrie de courant). Il a été montré que la
commutation de résistance est suivie par une commutation capacitive discrète, ce qui
conduit à l’élaboration d’un nouveau modèle de ces phénomènes, différent de la théorie
filamenteuse.
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Chapter 1

Introduction

1.1 Present Perspectives

Nowadays, we live in an information based society where knowledge has an extreme

importance. In order to store the increasing amount of data, higher and higher storage

densities are required. In some way, this fact is in a strict relation with modern devel-

opment. Thus, ultra-high density storage technologies are a demanding research priority,

receiving for that reason much attention from the scientific community. In this area,

as well as in many others, the advent of nanotechnologies triggered plenty of new ideas

and unexplored opportunities for theorists and experimentalists with both academic and

industrial proposes. At the nanoscale, spintronics (spin-dependent electronics) has played

a fundamental role, mainly in the fabrication of the vastly used hard-drive magnetic discs.

In fact, the 2007 Physics Nobel Prize was attributed to Albert Fert and Peter Grünberg for

their contribution to this field. But definitely, this is not the end of the road for spintronics

applications, and despite of the worldwide economical crisis, spintronics is still a growing

field. For example, the designs of new spin-transfer torque random access memories (STT-

RAM) [Krivorotov et al., 2005] and magnetic-domain wall motion based devices (racetrack

memories) [Hayashi et al., 2008] are current research interests of leading companies such

as IBM.

1
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Figure 1.1: (a) Schematic illustration of the spin-dependent density of states (DOS) in a
magnetic junction (red for majority spins and blue for minority ones) with parallel (upper panel)
and anti-parallel (lower panel) magnetizations; (b) Schematic illustrations of incoherent electron
tunneling through an amorphous barrier (upper panel) and coherent tunneling through a crystalline
one (lower panel).
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1.2 Magnetoresistance

The basic concept behind all these devices is the magnetoresistance (MR), the

change of the electrical resistance (R) of a material when an external magnetic field (H)

is applied, usually measured by the ratio:

MR(H) =
R(H)−R(0)

R(0)
× 100%, (1.1)

here R(H) is the resistance of the material subject to a magnetic field, H. This effect will

obviously constitute the fundamental propriety studied in this thesis.

There is a variety of mechanisms responsible for such resistance variation. One

example is the normal magnetoresistance, which is due to the effect of the Lorentz force on

the electron’s trajectory (normally negligible in spintronic devices). Also, the anisotropic

magnetoresistance (AMR) caused by spin-orbit coupling in transition ferromagnetic ma-

terials (and their alloys) where the electrical resistance is a function of the angle between

the magnetization and the direction of the current flow. Another example, is the colossal

magnetoresistance (CMR) observed in doped manganate perovskites. In this kind of

materials, the resistance changes by orders of magnitude as a result of a high magnetic

field driven metal-insulator transition (near the Curie temperature). Furthermore, the

most technologically relevant mechanisms are the giant magnetoresistance (GMR) and

the tunnel magnetoresistance (TMR). They are related to a resistance variation of the

MR devices promoted by a change of the relative angle between successive magnetiza-

tions in magnetic multilayers, or by a variation of the angle between neighboring grains

magnetizations in magnetic granular films. An illustration of the underlying spin-resolved

density of states (DOS) causing MR in magnetic junctions is given in Fig. 1.1a. Normally,

the resistance increases when the magnetizations are anti-aligned (anti-parallel, AP ) and

decreases when they are aligned (parallel, P ), for that reason, the maximum GMR and

TMR ratios are both given by:

MR =
RAP −RP

RP
× 100%, (1.2)

where RP (RAP ) is the electrical resistance in the parallel (antiparallel) configuration. For

sufficiently high values of this ratio, a significant resistance difference between the P and
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AP states can be used to store binary values: 0 and 1.

1.3 Overview

1.3.1 Magnetic Junctions

The first experiments in magnetic junctions were done by Tedrow and Meservey

[Tedrow and Meservey, 1971] in Al/Al2O3/Ni junctions where spin-dependent tunneling

emerged. This work was followed by Julliere [Julliere, 1975], who observed an expressive

TMR ratio of ∼ 14% at 4.2 K in a Fe/Ge-O/Co magnetic tunnel junction (MTJ). In this

work, the famous Julliere formula was established: ∆R/R = 2PP ′/(1+PP ′), where P, P ′

are the spin polarizations of the conduction electrons of the two ferromagnetic metals.

Nevertheless, this effect was not observable at room-temperature (RT). For that reason

it received little attention until the works of Albert Fert [Baibich et al., 1988] and Peter

Günberg groups [Binasch et al., 1989] on Fe/Cr superlattices and Fe/Cr/Fe simple junc-

tions, respectively. These studies lead to the discovery of giant magnetoresistance effect.

At that time, different theories were brought up to describe spin-dependent transport in

these multilayers, the early ones were based on spin-dependent scattering effects (causing

different relaxation times for different spin-channels) in the diffusive regime, [Bauer, 1992]

and [Valet and Fert, 1993]. Only later it was shown that the spin-dependent scattering

is not crucial for GMR. Instead, the ballistic spin-dependent reflection and localization

controlled by interface potentials was proposed as the GMR mechanism. This model

described successfully experimental data available at that moment, [Schep et al., 1995]

and [Mathon et al., 1995].

Another breakthrough was achieved in the Meservey’s group by Moodera et al. with

the discovery of large RT tunnel-magnetoresistance (TMR) in simple CoFe/Al2O3/Co

junctions [Moodera et al., 1995]. Inevitably, this finding attracted a great research effort,

but even in the most optimized junctions TMR only reached a maximum of ∼ 70%, which

is below the values required for magnetic random access memories (MRAM).

Nonetheless, two important theoretical works opened new perspectives, [Butler

et al., 2001] and [Mathon and Umerski, 2001], describing coherent electronic magneto-

conductance in perfect epitaxial Fe/MgO/Fe tunnel junctions. In such structures, MR

ratio reached values above ∼ 1000% caused by the high spin polarized Fe ∆1 states, Fig.
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1.1b. Three years later a suggestive MR of ∼ 200% was measured at RT in these type of

junctions by groups of Yuasa [Yuasa et al., 2004] and Parkin [Parkin et al., 2004]. Since

then, TMR values are continuously growing and for the moment, it reaches ∼ 604% at

RT and ∼ 1140% at 5K [Ikeda et al., 2008].

1.3.2 Spin-Transfer Torque

On the other hand, only recently spin-transfer torque (STT) is receiving much

attention from the spintronics community once it offers the possibility of current-controlled

magnetization reversal and therewith a resistance switch. However, early works on current

induced spin-transfer effects started already in the middle of 70ies by Berger. These

preliminary attempts resulted in the subsequent observation of domain wall motion in

thin ferromagnetic films under large currents (∼ 45 A) [Freitas and Berger, 1985]. Unfor-

tunately, the high currents required for such motion did not attract much interest to the

spin-transfer phenomena. In 1996, two crucial contributions to this field were presented by

Slonczewski [Slonczewski, 1996] and Berger itself [Berger, 1996] predicting independently,

that sufficiently high spin-polarized currents, flowing perpendicular to the plane in GMR

multilayers, could generate a STT strong enough to switch the magnetization in one of

the ferromagnetic leads. The experimental verification of spin-torque-driven excitations

appeared three years later [Tsoi et al., 1998], and was followed by the observation of

magnetization reversal [Myers et al., 1999]. Diverse works dealing with STT in GMR

multilayers came afterwards. Although, development of high MR tunnel junctions (MgO

based) shifted the researchers attention to STT phenomena in these devices. In fact,

coherent tunneling can give rise to interesting effects such as anomalous bias dependence

of the torque, as predicted by Theodonis and co-workers [Theodonis et al., 2006], and

experimentally confirmed two years latter [Kubota et al., 2008].

1.3.3 Magnetic Granular Films

In parallel with the development of magnetic multilayered structures, as exposed

above, magnetic granular films also involved an expressive research effort. This is due to

the fact that these films have unique magnetic and transport properties, mainly controlled

by the variation of concentration (x) or nominal thickness (t) of the magnetic materials.

The first works were done on cermet films, composed of isotropically dispersed
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magnetic grains in a host matrix (metallic or insulating). In particular, the studies by

Gittleman et al. [Gittleman et al., 1972] on Ni/SiO2 films revealed some interesting

magnetic features. These were followed by the papers of Sheng and co-workers [Sheng

et al., 1973], which clarified several transport aspects and established, besides the widely

used conductivity thermal law: σ ∝ exp(−T−1/2). Two decades later Morawe and Zabel

[Morawe and Zabel, 1995] succeeded in preparing discontinuous metal/insulator multilayer

(DMIM) systems which presented similar magnetic properties but rather improved MR

performance. Yet, one year later, Inoue and Maekawa [Inoue and Maekawa, 1996] proposed

a simple law to describe MR performance in cermet films. This important law is also valid

for DMIM, but only at high temperatures.

There are various potential applications of this class of materials: high coercivity

films for information storage, high permeability, high resistivity films for shielding and bit

writing at high frequencies, and moderate MR elements for read heads and magnetic sen-

sors. Further on, different granular ferromagnetic elements, such as Ni, Co, Fe, Co80Fe20,

and Py, embedded into different insulating hosts, SiO2, TiO2, ZrO2, Al2O3, and HfO2,

have been combined and their properties are being extensively explored up to the present.

1.3.4 Resistive Switching

The resistive switching (RS) phenomena are characterized by large changes in the

samples resistance, of the order of ∼ 103% resulting from application of an electrical field.

A proper voltage pulse can bring the device either into a high-resistance state (OFF) or

into a low-resistance state (ON).

First experiments considering RS were performed by Hickmott in the beginnings of

1960s [Hickmott, 1962], studying capacitor-like metal-insulator-metal (MIM) structures,

Al/Al2O3/Al. RS was thereafter reported in various MIM structures composed essentially

of binary metal oxides, such as SiO [Simmons and Verderber, 1967] and NiO [Gibbons and

Beadle, 1964]. Already in the 1990s, complex transition metal oxides, like perovskite-type

manganites and titanates, became the main object of interest for RS studies. This hap-

pened thanks to the report of Asamitsu et al. [Asamitsu et al., 1997], on Pr0.7Ca0.3MnO3

(PCMO). This percussor results were followed by numerous studies exploring, principally,

the driving mechanism of RS. Nevertheless, this mechanism is still elusive, preventing a

large scale application of the effect. Thus, elucidation of the driving mechanism of RS is
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currently a very important issue in the development of resistive random access memories

(ReRAM).

1.4 Outline of the Thesis

The present thesis discusses two types of materials: magnetic multilayers and dis-

continuous metal/insulator multilayers.

In the next chapter, Chap. 2, the theoretical methods and experimental techniques

evolved in the realization of this work are explained. In Chap. 3, different aspects of

tight-binding quantum-coherent transport in simple magnetic junctions are explored and

further MR consequences are discussed. These are followed by a general treatment of

magnetoconductance for arbitrary multilayered systems presented in Chap. 4. Then,

in Chap. 5, discontinuous metal/insulator multilayer systems (in the low-concentration

limit) are considered, where transport and magnetic properties are analyzed. Still in this

chapter, electrical resistive switching phenomena discovered in these films are investigated.

Finally, in the last chapter, conclusions and future perspectives are presented.



Chapter 2

Theoretical Methods and

Experimental techniques

The present chapter describes the basic theoretical methods and experimental tech-

niques used during the realization of this thesis. The next section, Sec. 5.2, concerns the

theoretical part and the following, Sec. 5.3, deals with the experimental one.

2.1 Theoretical Methods

This section is divided as follows: in Subsec. 2.1.1 the basic aspects of electronic

properties in solids are presented; in the next subsection, Subsec. 2.1.2, the fundamentals

of the common tight-binding approximation (TB) are formulated; Subsec. 2.1.3 depicts

the basis of electronic spin degree of freedom and presents its implications for the quantum

description of electrons; finally, in order to explore electronic transport, in Subsec. 2.1.4,

the important Landauer-Büttiker formalism is revised and several formulas, as well as

some technical aspects of their numerical evaluation, are also described.

2.1.1 Electronic Properties of Solids

Describing electrons in a solid is a very complex many-body problem, in which the

atomic Hamiltonian, that considers the interactions between electrons and the lattice mas-

sive atomic nuclei, is perturbed by the presence of electron-electron interactions. Following

the ideas of Landau, an independent electron approximation can be used regarding the

effect of a potential U(r) in the one-electron quasi-particle Hamiltonian that includes all

8
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these perturbations. Even neglecting the details of U(r), the periodicity of the crystal

imposes that U(r + R) = U(r) for all Bravais lattice vectors R, and from this fact many

important conclusions on the electronic properties of solids can be drawn. Typically, the

effective potential (Fig. 2.1) approaches the individual atomic potential near the lattice

ions and flats off in the mid-ion region. This potential profile led to the formulation of

Bloch wave functions, a crucial aspect in the understanding of electronic properties of

solids.

Figure 2.1: A typical crystalline periodic potential plotted along a line of ions (the rest of the
crystal is not presented).

Bloch Wave Functions The three-dimensional (3D) single electron Schröndiger equa-

tion (SE) is then,

Hψ =
(
− ~

2

2m
∇2 + U(r)

)
ψ = εψ, (2.1)

which is solvable in terms of periodic Bloch wave functions commonly referred to as Bloch

electrons. This periodic wave functions obey a very important theorem:

Bloch’s Theorem The eigenstates ψ of an one-electron Hamiltonian, Eq. 2.1, where

U(r + R) = U(r) for all R from a Bravais lattice, can be chosen as products of a plane

wave with a function having a specific Bravais lattice periodicity as follows:

ψn,k(r) = eik·run,k(r), (2.2)

where ”n” is the band index and un,k(r + R) = un,k(r) for all R from a Bravais lattice.

This implies that: ψn,k(r + R) = eik·Rψn,k(r). Proofs of this fundamental theorem can

be found in [Ashcroft and Mermin, 1976] and [Kittel, 1963] among many others.
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General Properties Obviously, this theorem has various consequences for the elec-

tronic structure:

1. The Bloch wave vector k is not proportional to the electronic momentum p/~.

2. The Bloch wave vector can always be confined to the first Brillouin zone, since

exp(iK ·R) = 1.

3. The band index n arises from different SE solutions for a given Bloch wave vector

k.

4. For a given n, the eigenstates and eigenvalues are periodic functions of k on the

reciprocal lattice: ψn,k+K(r) = ψn,k(r), εn,k+K = εn,k.

5. The mean velocity in an electron state labeled by (n,k) is given by: vn,k = ~−1∇εn,k.

2.1.2 Tight-Binding Approximation

The tight-binding approximation (TB) is a very useful model to describe electronic

properties in solids, since the atomic confinement does not exclude a weak overlap between

wave functions of neighboring atoms, which generally causes a failure in the free-electron

framework. The TB method was specially used to describe the energy bands of partially

filled d-shells of transition metal atoms [Ashcroft and Mermin, 1976]. As an instructive

exercise, the TB Hamiltonian can be derived from the SE describing electrons with effective

mass m∗. So, considering a one-dimensional (1D) chain with the Hamiltonian:

H = − ~2

2m∗
d2

dx2
+ U(x), (2.3)

a matrix formulation of this operator can be obtained from the quantity Hψ(x), where

ψ(x) is any function of x. Now, it is possible to choose a discrete lattice with points at

x = la (l ∈ Z) and write:

[Hψ(x)]x=la =
[
− ~2

2m∗
d2ψ(x)

dx2

]

x=la

+ Ulψl, (2.4)

here ψl ≈ ψ(x = la) and Ul ≈ U(x = la). Further on, it is necessary to consider the

method of finite differences to deal with the derivative operators. Assuming a small, the
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first derivative is approximated by:

(
dψ

dx

)

x=(l+ 1
2)a

≈ ψl+1 − ψl

a
, (2.5)

and the second derivative by:

(
d2ψ

dx2

)

x=(l+ 1
2)a

≈ 1
a

[(
dψ

dx

)

x=(l+ 1
2)a

−
(

dψ

dx

)

x=(l− 1
2)a

]

≈ 1
a2

(
ψl+1 − 2ψl + ψl−1

)
. (2.6)

With this approximation, the SE becomes:

[Hψ(x)]x=la = (Ul + 2t)ψl − tψl+1 − tψl−1, (2.7)

with t = ~2/(2m∗a2). Thus the matrix representation of the 1D Hamiltonian operator for

electronic states on a linear chain is simply given by:

H =




· · · −t 0 0 0

−t U−1 + 2t −t 0 0

0 −t U0 + 2t −t 0

0 0 −t U1 + 2t 0

0 0 0 −t · · ·




. (2.8)

Using the second quantization notation, this matrix representation can be written in a

compact form:

Ĥ =
∑

l

[
εlâ

†
l âl − t

(
â†l âl+1 + â†l+1âl

)]
, (2.9)

where εl = (Ul + 2t) is the on-site energy, and â†l (âl) is the Fermi creation (annihilation)

operator on l-th site. The parameter t, which defines the hopping amplitude, is also known

as the hopping integral, and it can be written, in a more general way, as

tij(R) =
∫

drψ∗i (r)∆U(r)ψj(r−R),

depending on the Bravais lattice vector R. This integral involves the atomic wave functions

in the ith, ψi(r), and jth, ψj(r −R), atomic levels of two atoms separated by a Bravais
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vector R, and the perturbation term to the atomic (isolated) Hamiltonian, ∆U(r). This

perturbation contains all the corrections required to produce the full periodic potential

of a crystalline solid. The strength of the perturbation ∆U(r) obviously determines

the hopping amplitude, in a way that stronger perturbations give rise to bigger overlap

integrals. Nonetheless, ∆U(r) is typically weak, resulting in small hopping parameters.

For instance, the d-bands of transition metals have values of tij(R) running from 0.2 eV to

1 eV, justifying the usage of this approximation when dealing with ferromagnetic metals.

Considering overlap only between wave functions on the same atomic levels of nearest

neighbors (subject to a specific lattice symmetry) reduces the general hopping integral

tij(R) to t. As a matter of fact, this simplified form will be used throughout this work.

If, instead of an atomic chain, an atomic plane is studied, the Hamiltonian is

expressed as:

Ĥ =
∑
n

[
εnâ†nân − t

∑

δ

(
â†n+δân + h.c.

)]
, (2.10)

with the 2D lattice sites, n = (lx, ly)a, and the nearest neighbor vectors, δ. Further

generalization for a three-dimensional (3D) lattice is straightforward.

In practical calculations, planar-wave states (with a given planar momentum k)

are frequently used to diagonalize the Hamiltonian by performing the Fourier transform:

âk = N−1/2
∑

n ân exp(ik · n), with N being the number of lattice sites. With this

transformation, the Hamiltonian is simply given as Ĥ =
∑

k εkâ†kâk, with the dispersion

law, εk = ε0 − t
∑

δ exp (ik · δ) (assuming that εn = ε0). As an illustrative example, a 2D

square lattice with δ = (±a, 0), (0,±a) is considered. In this case, the energy dispersion

law simplifies to:

εk = ε0 − 2t(cos kxa + cos kya), (2.11)

and its contour-plot is represented in Fig.2.2.

Single-Band Tight-Binding Parameters

For simplicity, the complex band structure of all the elements considered in this thesis will

be simplified to a simple-cubic (sc) single-band tight-binding dispersion1. In particular,

the complex band structure of the ferromagnetic metals employed, iron (Fe) [Callaway

1A simple analytical model for two-band calculations is being developed, but it is out of the scope of
the present text.
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 2D-lattice Dispersion Law
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Figure 2.2: Contour-plot of the dispersion law for a 2D square lattice with ε0 = 0 and t = 1/2.

and Wang, 1977] and cobalt (Co) [Bagayoko et al., 1983], is simplified to a spin-dependent

3D dispersion law of the type:

εk,σ = εσ − 2t(cos kxa + cos kya + cos kza), (2.12)

here ε↑(↓) is the on-site energy of the majority (minority) band and t is the hopping integral

amplitude, considered to be equal for both spin components. These laws roughly model

the real d−bands (∆2′ , ∆5) that have an important contribution to the total electronic

density of states (DOS) in these materials.

So, to adjust the sc parameters to the real dispersions of Fig. 2.3, the Γ−H direction,

kx = ky = 0 and kz ∈ {0, π/a}, is used and the resulting parameters are summarized in

Tab. 2.1. It is important to mention that besides the simplification of equal hopping

amplitudes, the Stoner splitting ∆s = (ε↓ − ε↑)/2 is fixed for the entire band, even

though this assumption is not correct for the generality of the ferromagnetic materials,

and definitely not true for Fe [Callaway and Wang, 1977].
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Figure 2.3: (a) Band dispersion of bcc Fe in the [0 0 1] direction, Γ−H; (b) Band dispersion
of bcc Co in the same direction. (Reprinted from [Yuasa and Djayaprawira, 2007]). Thick red and
blue lines respectively represent majority-spin and minority-spin band dispersions, Γ−H, used in
this work for a sc lattice.

Element ε↑(eV) ε↓(eV) t(eV)

Fe 1.42 3.34 0.62
Co 0.57 2.10 0.62

Table 2.1: Single-band tight-binding parameters for Fe and Co (using the Fermi level reference,
εF = 0).

2.1.3 Electron Spin

For spintronics (spin electronics) the electron spin represents the basic degree of

freedom exploited in spin-dependent transport. In fact, this intriguing property is a

fundamental result of relativistic treatment of quantum mechanics introduced by the

famous Dirac equation. This formulation implies a profound modification in the quantum

description of the electron properties. Historically, electron spin was discovered exper-

imentally before the introduction of Dirac equation. Indeed, one of the most relevant

experiments, among others, was performed in 1922 by Otto Stern and Walther Gerlach at

the University of Frankfurt. They studied the deflection of a beam constituted by neutral

and paramagnetic silver atoms subjected to a strongly non-uniform magnetic field, Fig.

2.4a. Contrarily to what was classically expected, only two main impact points were found,

and for that reason only two magnetic moments could be measured, Fig. 2.4b. Motivated
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by the results of different experiments, Wolfgang Pauli five years later developed a theory

which allowed spin to be incorporated into non-relativistic quantum mechanics by adding

four new postulates to its initial formulation. Since this thesis is restricted to the level

of this phenomenological theory, some of its aspects are now presented. More details

can be found in any text book, for example, in the standard quantum mechanical book

[Cohen-Tannoudji et al., 1976].

(a)
Inhomogeneous
magnetic field

Furnace

Silver atoms
What was
actually observed

Classical
prediction

(b)

Figure 2.4: (a) Schematic picture of basic elements of the Stern and Gerlach experiment. (b)
Spin values for 1/2-fermions.

Postulates of the Pauli Theory

In addition to orbital variables, Pauli added the spin variables that satisfy the following

postulates:

First Postulate: The spin operator s corresponds to an angular momentum, that means

that its three components are the observables which satisfy the commutation relations:

[sx, sy] = i~sz, and the other two formulas which are deduced by cyclic permutation of

the indices x, y, z.

Second Postulate: The spin operators act in a specific space, the spin state space Sσ. It

is spanned by the set of eigenstates |s,m〉 common to s2 and sz: s2|s,m〉 = s(s+1)~2|s,m〉
and sz|s,m〉 = m~|s, m〉 and has finite dimension (2s + 1).

Third Postulate: The state space S of any considered particle is the tensor product of

Sr (orbital space) and Sσ: S = Sr ⊗ Sσ. Consequently, all the spin observables commute
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with all orbital observables.

Fourth Postulate: The electron is a spin 1/2 particle (s = 1/2) and its intrinsic

magnetic moment is given by: ms = 2(µB/~)s, where µB is the Bohr magnetron. For an

electron, the space Sσ is therefore 2D.

Properties of spin 1/2

The spin state space Sσ is 2D and an orthonormal system, {|+〉, |−〉}, of eigenkets,

common to s2 and sz, is taken as a basis. These satisfy the equations:





s2|±〉 = 3
4~

2|±〉,
sz|±〉 = ±1

2~|±〉,




〈+|−〉 = 0,

〈+|+〉 = 〈−|−〉 = 1.

The most general spin state is described by an arbitrary vector in Sσ:

|χ〉 = c+|+〉+ c−|−〉,

and any operator in this space can be represented by a 2× 2 matrix, in the {|+〉, , |−〉}
basis. In particular, the matrices for sx, sy, sz spin components are written in a simple

form, s = (~/2)σ, where σ represents the set of the three Pauli matrices:

σx =


 0 1

1 0


 , σy =


 0 −i

i 0


 , σz =


 1 0

0 −1


 . (2.13)

These matrices have specific important properties:

σ2
x = σ2

y = σ2
z = 1,

Trσx = Trσy = Trσz = 0,

Detσx = Det σy = Det σz = −1.

Furthermore, any 2 × 2 matrix can be written as a linear combination (with complex

coefficients) of the three Pauli matrices and the identity. These four matrices form the

Lee algebra for the SU(2) unitary group.
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Spinor States

Any state |ψ〉 from the S space can be expanded in the {|r, σ〉} basis as:

|ψ〉 =
∑

σ

∫
dr|r, σ〉〈r, σ|ψ〉.

The vector |ψ〉 can therefore be represented by the set of its components in the {|r, σ〉}
basis, 〈r, σ|ψ〉 = ψσ(r), which depend on three spacial coordinates x, y, z and on the spin

index σ = ±. Therefore, in order to characterize completely the state of an electron, it is

necessary to specify two functions of the space variables: 〈r, +|ψ〉 = ψ+(r) and 〈r,−|ψ〉 =

ψ−(r). These two functions are often represented in the form of a two-component spinor,

which is written as:

[ψ](r) =


 ψ+(r)

ψ−(r)


 (2.14)

with the respective adjoint: [ψ]†(r) =
(
ψ∗+(r), ψ∗−(r)

)
. In this notation, the scalar product

of two state vectors |ψ〉 and |φ〉, is equal to:

〈ψ|φ〉 =
∫

dr[ψ]†(r)[φ](r) =
∫

dr
[
ψ∗+(r)φ+(r) + ψ∗−(r)φ−(r)

]
, (2.15)

and obviously the normalization of a vector |ψ〉 is expressed by:

〈ψ|ψ〉 =
∫

dr
[|ψ+(r)|2 + |ψ−(r)|2] = 1.

Rotation of Spin States

It is known that the rotation operator Ru(α), in the state space, associated with the

geometrical rotationRu(α) by an angle α about the unit vector u, is expressed as Ru(α) =

exp[−(i/~)αJ.u], with J the total angular momentum. In the spin state space, Sσ, it

reads R
(s)
u (θ) = exp[−(i/~)θs.u] = exp[−i(θ/2)σ.u]. For practical calculations it is rather

convenient to use its Taylor expansion, which can be simplified with the help of the Pauli

matrices properties mentioned above. In this way, the rotation operator becomes:

R
(s)
u (θ) = cos

θ

2
− iσ.u sin

θ

2
.
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Using this formula, is easy to express the rotation matrix in the {|+〉, |−〉} basis as:

R
(1/2)
u (θ) =


 cos θ

2 − iuz sin θ
2 (−iux − uy) sin θ

2

(−iux + uy) sin θ
2 cos θ

2 + iuz sin θ
2


 , (2.16)

where ux, uy, uz, are the Cartesian components of the vector u.

2.1.4 Landauer-Büttiker Formalism

The Landauer-Büttiker (LB) formalism [Landauer, 1957] and [Büttiker, 1988] de-

scribing current passing through a finite mesoscopic region of non-interacting electrons

has been largely used in various problems: universal conductance fluctuations, Aharonov-

Bohm conductance oscillations, integer quantum Hall effect, and also commonly used in

the spintronics studies [Bauer, 1992 and Schep et al., 1995].

In this low-dimensional systems the typical Drude formula for conductivity (the

mean value over a large macroscopic number of modes) ceases to be valid. Thus, the main

interest of LB formalism is the possibility to express the current in terms of the system

microscopic properties: electron probability to be transmitted through it and distribution

functions in the connected reservoirs. Another appealing reason to use this formalism is the

fact that for coherent2 transport, the exclusion principle has no effect on the transmission

and it is possible to accurately describe the current flow in degenerate conductors in terms

of single-particle transmission coefficient [S. Datta, 1995].

At zero temperature (ε = εF ) and low voltages, the LB conductance formula is

simply written as a summation of the transmission probability, |T (εF ,k‖)|2, over the

available region K = K(εF ) of transversal modes k‖ in the leads at the Fermi level (see

Fig. 2.5), multiplied by half quantum of conductance 2e2/h ∼ 1/(12.9kΩ):

G(εF ) =
e2

h

∑

k‖∈K

|T (εF ,k‖)|2. (2.17)

This results from the linear current I = I+
1 − I−1 = I+

2 = G(εF )(µ1 − µ2)/e, with µ1 (µ2)

the chemical potential at the first (second) reservoir, Fig. 2.6a. Note that the pre-factor

2 due to spin degeneracy (appearing in the literature) is naturally not included since

spin-dependent conduction rises up such degeneracy.
2Where the mean free path, l, is bigger than a certain characteristic dimension of the system, L.
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Figure 2.5: Schematic representation of both longitudinal q and transversal k‖ components of
the total momentum k.

(a) (b)

Figure 2.6: (a) A conductor having a transmission probability of T is connected to two large
contacts through two leads. Zero temperature is assumed such that the energy distributions of the
incident electrons in the leads are step functions. Note that q is the longitudinal momentum.(b) A
conductor is connected to two large contacts through two leads with energy distributions at non-zero
temperatures.
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In general, temperature is not zero and transport does not occur only from contact

1 to 2, but also from 2 to 1. So, considering one mode with a given energy, the in- (i+1 )

and out- (i−1 ) flux of electrons from lead 1 are given by:

i+1 =
e

h
f1(ε), i−1 = |R|2i+1 + |T ′|2i−2 ,

where f1(E) is the Fermi distribution (FD) function in the lead 1, the unprimed coefficients

stand for process from lead 1 to 2 and the primed ones for those from 2 to 1, Fig. 2.6b.

Similarly the fluxes from lead 2 are:

i−2 =
e

h
f2(ε), i+2 = |T |2i+1 + |R′|2i−2 ,

here f2(E) is the FD in the lead 2. The net current i(E) flowing at any point in the device

is given by:

i(E) = i+1 − i−1 = i+2 − i−2 =
e

h

[|T |2f1(ε) +
(|R′|2 − 1

)
f2(ε)

]
.

Including various modes and energies, the generalized current is:

I =
e

h

∫
dε


f1(ε)

∑

k‖∈K(ε)

|T (ε,k‖)|2 − f2(ε)
∑

k‖∈K(ε)

(
1− |R′(ε,k‖)|2

)

 . (2.18)

Obviously, the summation range K(ε) depends on the energy, ε. In literature it is normally

assumed that |T ′|2 = 1− |R′|2 and that |T |2 = |T ′|2, and the previous formula becomes:

I =
e

h

∫
dε

∑

k‖∈K(ε)

|T (ε,k‖)|2 [f1(ε)− f2(ε)] . (2.19)

Nevertheless, both assumptions are only valid for low voltages (near equilibrium) and for

identical leads. Generally, the leads can be different so |T |2 + |R|2 6= 1 and the applied

voltage could change significantly the two transmission functions and make them unequal,

|T (ε,k‖)|2 6= |T ′(ε,k‖)|2. Keeping in mind these considerations, it is possible to find from

Eq. (2.19) a very useful formula in the linear response limit, µ1 − µ2 ≈ 0. For small
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deviations from equilibrium state, the current is proportional to the applied bias. Then,

δI =
e

h

∫
dε





 ∑

k‖∈K(ε)

|T (ε,k‖)|2



eq

δ [f1(ε)− f2(ε)]

+ δ


 ∑

k‖∈K(ε)

|T (ε,k‖)|2

 [f1(ε)− f2(ε)]eq


 ,

with eq for equilibrium. The second term is clearly zero and the first can be expanded in

Taylor series:

δ [f1(ε)− f2(ε)] ≈ (µ1 − µ2)
(

∂f

∂µ

)

eq

=
(
−∂f0

∂ε

)
(µ1 − µ2),

here f0(ε) = {exp[(ε− εF )/(kBT )] + 1}−1 is the FD function at equilibrium and kB is the

Boltzmann constant. Finally, a simple formula is found for the thermal dependency of the

conductance:

G =
δI

(µ1 − µ2)/e
= −e2

h

∫
dε

(
∂f0

∂ε

) ∑

k‖∈K(ε)

|T (ε,k‖)|2, (2.20)

which simplifies to:

G =
e2

h

1
4kBT

∫
dε cosh−2

(
ε− εF

2kBT

) ∑

k‖∈K(ε)

|T (ε,k‖)|2.

Taking the limit of zero temperature in these equations the Eq. (2.17) is recovered.

Summation Procedure

In practical calculations the k‖-summation in Eqs. (2.18) and (2.20) is naturally replaced

by an integration over kx, ky in the range K(ε) within the irreducible 2D Brillouin zone,

defined by (kx, ky) ≥ 0 and ky ≤ kx, providing the final result is multiplied by 8. The K(ε)

range is defined by the condition that the conducting longitudinal momentum in the leads

is real. This establishes a transversal energy integration region: a(ε) ≤ cos kx + cos ky ≤
b(ε) (the lattice parameter is set unity in what follows). These limits depend on the

specific characteristics of the transport and the details about them are given in following

chapters. The integration can be further simplified, regarding that the k‖-dependence of
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Figure 2.7: (a)Restricted integration range K(ε) as a function of cos kxa, cos kya and new
integration variables u = cos kxa+cos kya and v = cos kxa−cos kya. (b) The 2D density of states,
ρ(u), in the complete energy range, −2 ≤ u ≤ 2.

the transmission coefficient |T |2 is realized only through the transversal energy variable

u = cos kx + cos ky (conserved). With a proper change in variables, described in Fig.

2.7a, it is possible to reduce the numerical integration over two variables (kx, ky) to that

in single variable u. This is done by integrating analytically the Jacobian determinant

J(u, v) = |∂(u, v)/∂(kx, ky)| over the variable v = cos kx − cos ky, in order to obtain the

2D density of states ρ(u) = 8
∫ 2−|u|
0 J(u, v)dv, [GÃladysiewicz et al., 2002]. Then, the

Jacobian is given by:

J(u, v) =

∣∣∣∣∣∣
∂ukx ∂vkx

∂uky ∂vky

∣∣∣∣∣∣
=

1∣∣∣∣∣∣
∂kxu ∂kyu

∂kxv ∂kyv

∣∣∣∣∣∣

= − 1√
4− (|u|+ v)2

√
4− (|u| − v)2

,

and the integration over v simply yields:

ρ(u) = N−1
∑

k‖

δ(u− uk‖) =
4

2 + |u|K
[
(2− |u|)2
(2 + |u|)2

]
, (2.21)
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with the 1st kind full elliptic integral K(k) [Abramowitz and Stegun, 1964]. The density of

states (DOS) is represented in Fig. 2.7b. With these considerations, the previous current

and conductance formulas, Eqs. (2.18) and (2.20), are written as:

I =
e

h

1
4π2

∫
dε

∫ b(ε)

a(ε)
duρ(u)

[|T (ε, u)|2f1(ε)− |T ′(ε, u)|2f2(ε)
]
, (2.22)

and

G = −e2

h

1
4π2

∫
dε

∫ b(ε)

a(ε)
duρ(u)

[(
∂f0

∂ε

)
|T (ε, u)|2

]
. (2.23)

Obviously, the u-integration limits depend on the system energy, ε, as well as the K(ε)

range.

2.2 Experimental Techniques

This section is divided in the following way: first, the samples studied are described,

and second, experimental techniques used for their characterization are presented. The

samples were prepared during the J. Santos Ph.D thesis work by himself and Dr. G.

Kakazei, in the INESC-MN laboratories lead by Prof. P. Freitas at Lisbon. Indeed,

extensive details on the sample preparation and structural characterization can be found

in J. Santos thesis [J. Santos, 2005]. For that reason, many details are skipped here and

only a brief description is made in Subsec. 2.2.1. In turn, a more detailed exposition of the

electrical measurement set-up at the University of Algarve is made in Subsec. 2.2.2. In

fact, preparation of the electrical measurement set-up took a substantial part of the present

work. Finally, a short comment on the magnetic characterization set-up at University of

Porto is made in Subsec. 2.2.3.

2.2.1 Samples Preparation and Description

Ion Beam Deposition

Ion beam deposition (IBD) technique presents a good control of the deposition conditions

such as, the beam energy, incidence angle, deposition rates, and low pressure during

the deposition. For that reason it is extensively used in the preparation of high quality

nanostructures and devices.

INESC-MN is equipped with a fully automated Nordiko 3000 IBD machine, that
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has a 6 targets holder (water cooled), coplanar with two RF ion sources (deposition and

assist guns). A turbomolecular and a cryogenic pump assure the working base pressure

of 7 × 10−8 Torr at which a Xe plasma is created through a discharge in the deposition

gun, maintaining then a low pressure in the chamber (10−4 Torr) during deposition. The

ions are accelerated by a three grid system, producing a lined up ion beam and preventing

the contamination of the sample during deposition. It is important to mention that the

deposition rates can be as low as ∼ (1 − 5) × 10−2 nm/s, enabling a precise control of

the film thickness. Normally, the angle between the beam and the target is set at 80◦.

The substrate holder rotates at ∼ 15 rpm and a permanent magnet array (∼ 40 Oe) is

mounted around the substrate holder to induce an anisotropy axis in the films.

A much more complete description of the system can be found in the Dr. S. Cardoso

Ph.D thesis [S. Cardoso, 2003].

Samples

All the films were deposited on glass substrates using Xe ion beam sputtering acting

alternatively on two separate targets. Alumina was sputtered from an Al2O3 target and the

cobalt iron alloy from a Co80Fe20 target. The nominal thickness, t, of the Co80Fe20 layers

was varied and that of the Al2O3 layers was fixed at 4.0 nm. The films with 10 Al2O3(4.0

nm)/ Co80Fe20(t) bilayers and a final Al2O3(3.0 nm) capping layer were deposited. Their

complete structure presents as: Glass/[Al2O3(4.0 nm)/Co80Fe20(t= 0.7, 0.9 nm)]10/Al2O3

(3.0 nm).

These samples (from the third deposition session by J. Santos) were labeled as

N2. As was reported in his thesis, after the deposition of the first four samples, with

t = 0.7, 0.9, 1.1, 1.3 nm, a problem occurred in the cooling system of the deposition gun

and the deposition conditions were thereafter strongly modified. Even so, it did not affect

the present study since only two diluted samples are addressed, with t = 0.7, 0.9 nm,

prepared before the damage. These samples belong to a new class of granular materials,

usually designated as discontinuous metal-insulator multi-layers (DMIM). Structural in-

vestigations performed before on these samples [G. Kakazei et al., 2001 and Lesnik et al.,

2002] revealed formation of well defined spherical magnetic grains.

As already mentioned a deeper description of sample preparation and structural

characterization can be found in J. Santos’ Ph.D thesis [J. Santos, 2005].
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2.2.2 Electrical Characterization

The electrical measurements were done in the current-in-plane (CIP) geometry, using

two gold contacts, ∼ 3 mm long separated by ∼ 100 µm, evaporated on top of the films.

The contacts evaporation (at CEOT in the University of Algarve) was done in high vacuum

(imposed by a turbomolecular pump) through specially prepared shadow masks. Each

sample was fixed on a shadow mask and mounted above a bridge were a piece of gold

was evaporated by Joule heating produced by high-currents of ∼ 100 A. The high vacuum

was maintained during 30 minutes after the evaporation, then the sample was left in low

vacuum for more 30 minutes and finally the sample with evaporated contacts was removed

from the chamber. A schematic representation of the samples is shown in Fig. 2.8.

Figure 2.8: Schematic representation of the studied samples.

Two thin gold wires were glued with silver paint on the contacts and the samples were

subsequently mounted on a sample holder of the ARS DE-202A close cycle He cryostat

available at CEOT. The thin gold wires were glued (with silver paint) to the existing

copper cryostat wires (carefully coiled around in different parts of the cryostat to prevent

undesired heat propagation from the exterior) which finally connect to the instruments.

Most of the measurements were performed in high vacuum in the temperature range of 30

K to 310 K. The temperature was controlled by a 331S Lakeshore temperature controller

with use of a silicon diode sensor, model DT-470, to measure and control temperature.
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Pictures of the experimental setup used for electrical transport measurements are

presented in Fig. 2.9, more details will be given below.

Figure 2.9: (a) Photograph of the experimental setup for measurements of electrical transport
properties; (b) Detail of the electromagnet and close cycle refrigerator.

Instruments Control and Data Acquisition

Most measurements were done in a semi-automatic mode, the instruments control and

data acquisition used LabView programs specially developed for this work. The programs

allowed three types of measurements: current-voltage characteristics (I-V), current versus

temperature (I-T), and finally magnetoresistance (MR).

Besides, almost all the measurements were done using GPIB communication through

a National Instruments PCI-GPIB board, the programs were all written with a VISA

protocol that enables an easy adaptation to RS-232 communication.

Current-Voltage Characteristics

Current-voltage characteristics were measured at fixed temperatures (stabilized by the

temperature controller with a precision typically in the order of ∼ 10 mK) ranging

from 30 K to 310 K. Due to the high resistance of the samples, a low-current/high-

resistance picoammeter/voltage source Keithley 6487 was used. This instrument can

measure resistances up to ∼ 1 TΩ. The voltage ramps were controlled by a LabView

program with several parameters: voltage step typically ∆V ∼ 0.1 V, trigger time ∆t ∼
100 ms, maximum, Vmax, and minimum voltages, Vmin, and initial voltage, VI , normally

set to zero. The voltage cycles were as follows: starting from VI up to Vmax, then down
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to Vmin and finally to VI again. The current passing through the films was in the range

of ∼ 1− 100 nA with a typical resolution of ∼ 10 pA.

The resistive switching measurements were done in a different setup employing a

Keithley 487 (a previous version of the modern Keithley 6487), programmed by Prof. Peter

Stallinga at CEOT using RS-232 communication. By default, in these measurements,

voltage loops (starting from zero) decreased first to negative values.

Current versus Temperature

The current versus temperature data (I-T) were obtained by continuously changing the

temperature at a typical rate of ∼ 1 K/min from 30 K to 310 K. The temperature

ramps were controlled using an automatic proportional-integral-derivative (PID) algorithm

installed in the 331S Lakeshore temperature controller. A PID control algorithm calculates

control output based on the temperature setpoint and from feedback of the control sensor.

Both current measurement and DC voltage biasing, typically V = 20 V, were made with

use of the same Keithley 6487.

Magnetoresistance

The electromagnet used in the course of this work was extracted from a EPR Bruker

ESR-200 TT spectrometer and was controlled by the respective Bruker B-MN90/30 C

power supply. This magnet can go up to ∼ 1 T with use of two iron plates that reduce

significantly the air gap between the magnetic poles. It is important to mention here that

this electromagnet was kindly offered by Prof. J. J. Moura from the New University of

Lisbon to Prof. J. F. L. Mariano of the Physics Department of the University of Algarve.

After installing the magnet in the Solid State Physics and Magnetism Laboratory in the

Physics Department of the University of Algarve, Prof. J. F. L. Mariano, that gave a

fundamental support to the experimental realization of this work, skillfully repaired the

electromagnet and provided all the procedure needed for its proper manipulation.

A schematic representation of the electromagnet setup is presented in Fig. 2.10. The

current injected into the magnetic coils was controlled by a reference voltage source. The

instrument used for that purpose was a Keithley 595 Quasistatic CV Meter, with locally

(not by a remote PC control) programmable voltage ramps. In their course, both the

magnetic field and the current passing through the sample (at a fixed voltage, V = 20 V)
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were measured and data acquisition was performed by a LabView program. The magnetic

field was measured by a calibrated Hall probe with a source-meter Keithley 2000 in the

4-wire configuration, yielding a constant current of 100 mA to the probe and measuring

the Hall voltage. The current on the sample was measured by the Keithely 6487.

Figure 2.10: Schematic representation of the electromagnet setup used in the magnetoresistance
measurements.

Capacitive Measurements

Capacitance versus voltage (C-V) was measured with a Fluke PM 6306 RCL meter with

0.1% basic accuracy. This device uses an external DC bias input signal modulated by an

AC test signal. The test signal level can vary from 50 mV to 2 V, and the measuring

frequency can go from 50 Hz to 1 MHz. The instrument control and data acquisition are

made through a RS-232 interface with use of a program developed by Prof. Peter Stallinga

at CEOT.

2.2.3 Magnetic Characterization

For the magnetic characterization of the samples, a SQUID (Superconducting Quan-

tum Interference Device) magnetometer by Quantum Design, installed at IFIMUP, was

used. This device has a sensitivity of 10−7 emu, and is equipped with a 5.5 T super-

conducting coil, and works typically in a temperature range, from 1.7 K to 400 K. More



2.2 Experimental Techniques 29

details about the instrument can be found in other theses of the group, [M. Salgueiro,

1999] and [J. Santos, 2005].

Two types of magnetic measurements were done: magnetization curves as a function

of the applied field, M(H), (at fixed temperatures) and field-cooled (FC) and zero-

field-cooled (ZFC) magnetization versus temperature measurements, M(T ). The latter

measurements were done with a heating rate of 2.70 K/min, performing two consecutive

scans (with total duration of ∼ 34 s) in temperature steps of 2 K. The samples were

mounted inside plastic straws tied to a thin white cotton wire, which in turn was glued to

the extremes of the straw with kapton tape. It is important to mention that before starting

a new measurement the magnetometer was calibrated using a paramagnetic standard

sample.



Chapter 3

Coherent Transport in Single

Spacer Magnetic Junctions

This chapter is mainly devoted to the development of a simple tight-binding dynam-

ics in single-band approximation, using the straightforward equations of motion for on-site

quantum-mechanical amplitudes, to get a handy description of quantum magnetotransport

in the ballistic regime for a trilayer system of spin-polarized electrodes with a thin and

atomically coherent non-magnetic spacer. The motivation for the present approach is an

easy generalization to different conduction regimes (including finite electric field effect)

and more promising device geometries (double barriers or double junctions, as will be

considered in the next chapter). The first sections are mainly limited to the basics of the

method and to its most characteristic results. Thus, in Sec. 3.1 the explicit quantum

wave functions are obtained for the 1-dimensional (1D) isolated atomic chain. In the

following Sec. 3.2, the finite 1D chain is inserted between two 1D semi-infinite leads and

the transmission and reflection coefficients for a collective electronic state are analytically

calculated. Further, in Sec. 3.3, this result is generalized to the 3-dimensional (3D)

case and the Landauer-Büttiker (LB) conductance formula [Landauer, 1957 and Büttiker,

1988] is adopted to yield a clear picture of basic quantum effects taking place in this

coherent system. In Sec. 3.4, the important effects of electronic correlation are included,

using the approximation of phenomenological interface potentials, which foresees a more

consistent treatment in the spirit of density functional theory (DFT). In addition, in

Sec. 3.5, the temperature and voltage effects on the magnetoresistance are explored.

30
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The main objective is to understand in which way the zero temperature and voltage

magnetotransport properties are altered by these effects. On the other hand, Sec. 3.6

deals with the perturbation of electronic distribution functions in the vicinity of the barrier,

either in equilibrium and out-of-equilibrium (that can be important for the performance

of spintronic devices). This effect is usually considered in the diffusive regime, but here

it is treated in the ballistic regime. Then, in Sec. 3.7, the generalization of the previous

considerations to coherent transport at arbitrary angle θ between the magnetizations of

the magnetic electrodes is outlined. This treatment should enable the calculation of spin-

torque transfer and further developments that will be done in future works. At last, in

Sec. 3.8, a summary and principal results are presented and commented.

3.1 Basic Chain Model

The simplest model for transport over exact electronic states considers a linear chain

of n identical atoms with single available electronic state |l〉 on each l-th atomic site and

describes the single-electron dynamics in the tight-binding (TB) approximation with (real)

hopping amplitude t between nearest neighbor sites (taking the distance between them as

unit length), as shown in Fig. 3.1.

t

cn
cn

...c
2

c
1

Figure 3.1: Finite atomic chain with tight-binding hopping amplitude t.

In this coupled chain, any collective electronic state can be expressed as |ψ〉 =
∑n

l=1 cl|l〉, with complex amplitudes cl and atomic states |l〉 = â†l |0〉, generated by the sec-

ond quantization operators acting on the vacuum state |0〉. Choosing the 1D Hamiltonian

discussed in the previous Chapter, with εl = 0:

Ĥ(n) = t
n−1∑

l=1

(â†l âl+1 + â†l+1âl), (3.1)

it is possible to obtain the electronic spectrum εm (m = 1, . . . , n) as the set of roots of the
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secular equation Dn(ε) = det(ε− Ĥ(n)) = 0, with the corresponding Hamiltonian matrix

H
(n)
l,l′ = 〈l|Ĥ(n)|l′〉 = t (δl,l+1θl−1 + δl,l−1θn−l) (where δl,l′ is the Kronecker delta and θl = 1

if l > 0, otherwise zero). For the instance of n = 4, the determinant is written as:

∣∣∣∣∣∣∣∣∣∣∣∣

ε −t 0 0

−t ε −t 0

0 −t ε −t

0 0 −t ε

∣∣∣∣∣∣∣∣∣∣∣∣

= 0.

For any n ≥ 2, these determinants satisfy the recurrent relation:

Dn(ε) = εDn−1(ε)− t2Dn−2(ε), n ≥ 2, (3.2)

with the initial conditions D0(ε) = 1, D1(ε) = ε, that define them exactly as: Dn(ε) =

tnun(ε/2t), where un(x) are the 2nd kind Chebyshev polynomials [Abramowitz and Ste-

gun, 1964]. It is convenient to rewrite Eq. (3.2) in terms of these dimensionless polynomials

un(x) as functions of the dimensionless variable x = ε/2t, as:

2xun(x) = un+1(x) + un−1(x), (3.3)

with u0(x) = 1, u1(x) = 2x. Then a useful trigonometric parametrization ul(cos θ) =

sin[(l + 1)θ]/ sin θ permits to present the general solution of Eq. (3.3) as:

ul(x) =
sin [(l + 1)qx]

sin qx
, (3.4)

where qx = arccosx. Then the discrete energy spectrum given by zeros of un(x) is explicitly

written as:

εm = 2t cos
πm

n + 1
, m = 1, . . . , n. (3.5)

Now let ψ(x) = (c1(x), . . . , cn(x)) be the eigenvector of the Hamiltonian matrix, related

to the eigenenergy ε = 2tx (in what follows, the explicit energy arguments of the local

amplitudes are often dropped, like cl). Its components satisfy the TB equations of motion:

2xcl = cl+1 + cl−1, for 2 ≤ l ≤ n− 1, (3.6)
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completed by 2xc1 = c2 and 2xcn = cn−1. Since Eq. (3.6) for cl/c1 is just equivalent to

Eq. (3.3) for ul−1, the eigenvector components can be written as:

cl =
sin (lqx)
sin qx

c1. (3.7)

This solution also satisfies the above mentioned equations of motion for c1 and cn and

provides the closed boundary conditions: c0 = cn+1 = 0. As usual, the value of c1 is fixed

by the normalization condition,
∑

l |cl(x)|2 = 1, giving finally the l-th component of the

eigenvector (related to the eigenenergy εm = 2txm) as:

cl (xm) =

√
2

n + 1
sin

(
mπ

n + 1
l

)
. (3.8)

The energy spectrum and the eigenvectors for a chain with n = 4 and t = 1/2 are presented

in Fig. 3.2.
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Figure 3.2: (a) Discrete energy spectrum for a chain with n = 4 and t = 1/2; (b) Eigenvectors
ψ(x) local amplitudes for the same chain.

Next, this finite chain is inserted into a circuit between two semi-infinite chain leads.

3.2 Transmission Through Discrete Chain Structure

For a composite system of finite n-chain (in what follows called the gate, G) between

two semi-infinite chain leads, S (source) and D (drain), Fig. 3.3, the TB Hamiltonian, Eq.
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(3.1), is extended to: Ĥ = ĥs + ĥsg + ĥg + ĥgd + ĥd where:

ĥi =
li+1−1∑

l=li

[
εiâ

†
i,lâi,l + ti

(
â†i,lâi,l+1 + h.c.

)]
,

ĥsg = tsg

(
â†s,0âg,1 + h.c.

)
,

ĥgd = tgd

(
â†d,1âg,n+1 + h.c.

)
, (3.9)

including the respective on-site energies εi and hopping parameters ti for i = s, g, d. The

summation limits li label the first atomic planes (in the left to right counting) in each ith

element, defined as ls = −∞, lg = 1, ld = n + 1. In this macroscopic system, the energy

spectrum includes continuous S- and D-bands εi,q = εi + 2ti cos q, i = s, d and possibly

discrete G-levels outside these bands. The collective eigenvector for a given energy ε can

be found from the equations of motion that generalize Eq. (3.6). The local amplitudes of

the wave function are denoted by sl, gl or dl and to simplify the mathematical calculations,

the dimensionless dynamical variables are defined xi = (ε− εi) /2ti (i = s, g, d). Further,

the wave amplitude in S is defined as a sum of an incident wave of intensity 1 (with wave

number qs = arccosxs) and a reflected wave of amplitude R (with wave number −qs). In

a similar way, the wave amplitude in D is set to T (with wave number qd = arccosxd).

That can be expressed through following equations:





sl = eiqsl + Re−iqsl, l ≤ 0

dl = T eiqdl, l ≥ n + 1.
(3.10)

These refer to one of the two fundamental solutions for a given energy1, ε. These forms

automatically satisfy the equations of motion, Eq. (3.6), within S and D:

2xssl = sl−1 + sl+1, 2xddl = dl−1 + dl+1, (3.11)

1Another solution corresponds to an incident and a reflected wave in D and a transmitted one in S.
This solution will be included in other sections of this chapter.
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Figure 3.3: Composite system of a finite n-chain (gate element, G) inserted between two semi-
infinite chain leads (source, S, and drain, D). The energy diagram shows the on-site energy levels
(dashed) for i-th element (i = s, g, d) and the Fermi level (dot-dashed) whose crossings with the
continuous S- and D- dispersion curves define the wave numbers for incoming (qs), reflected (−qs)
and transmitted (qd) parts of the Fermi state. Notice that the Fermi level generally does not match
any of the discrete levels (solid) in the central (G) element.

while the pairs of equations on the (S/G) and (G/D) interfaces:

2 cos qss0 = s−1 +
tsg
ts

g1,

u1g1 = g2 +
tsg
tg

s0, (3.12)

and

2 cos qdd1 = d2 +
tgd

td
gn,

u1gn = gn−1 +
tgd

tg
d1, (3.13)

are the discrete analogs of usual boundary conditions for continuous wave function and its

derivative [Slonczewski, 1989]. They permit to express the terminal pairs of G-amplitudes
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through the asymptotic parameters R, T, qs and qd:

g1 =
ts
tsg

(1 + R) , g2 =
ts
tsg

[u1 − γ∗s + (u1 − γs) R] ,

gn =
td
tgd

T, gn−1 =
td
tgd

(u1 − γd) T, (3.14)

with the interface parameters γs = eiqstsg
2(tgts)−1 and γd = eiqdtgd

2(tgtd)−1. The polyno-

mials ul ≡ ul(xg) are formally the same as given by Eq. (3.4) with the energy argument

xg = (ε − εg)/(2tg). But the energies ε of main interest for the transport processes are

those close to the Fermi energy εF which is generally not an eigenvalue, Eq. (3.5), for the

isolated G-element. Therefore the transient momentum qg = arccosxg (not necessarily

real) breaks down the closed boundary conditions, Eq. (3.8), for G and thus enables

continuity of quantum states along the composite system. Next, using Eq. (3.6) for this

element in the form:

u1gl = gl+1 + gl−1, (3.15)

it is possible to interrelate the terminal G-amplitudes:

gn−1 = un−2g1 − tsg
tg

un−3s0,

gn = un−1g1 − tsg
tg

un−2s0. (3.16)

Then, Eqs. (3.15) and (3.17) yield two independent relations between the coefficients R

and T . Those are readily solved to give:

R (xs, xg, xd) = −Dn

Dn
,

T (xs, xg, xd) = −2i
tsgtgd

tgtd

sin qs

Dn
, (3.17)

where the resonance properties result from the denominator:

Dn (xs, xg, xd) = un − (γs + γg) un−1 + γsγdun−2, (3.18)

with the relevant variables xi = (ε− εi) /(2ti) as arguments of complex factors γi and real

polynomials ul ≡ ul(x), and Dn(xs, xg, xd) ≡ Dn(xs + π, xg, xd). Since, in the considered

1D case, all xi(ε) = (ε− εi) /(2ti) are defined by the single energy variable ε, the coeffi-
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Figure 3.4: Transmission coefficient |T |2 as a function of the on-site energy εg in the gate
element of the composite chain system, for the choice of its parameters εs = −0.4 eV, εd = −0.8
eV (relative to the Fermi energy), ts = td = 0.5 eV, tg = tsg = tgd = 0.25 eV and n = 5. The
shadowed areas indicate the (Stoner shifted) continuous bands, S (light grey) and D (dark grey).

cients R and T can be also defined as functions of energy: R(ε) ≡ R (xs(ε), xg(ε), xd(ε))

and T (ε) ≡ T (xs(ε), xg(ε), xd(ε)). It is important to notice that the result of Eqs. (3.17),

(3.18) is just analogous to that obtained with the Green function techniques [Mathon

et al., 1995], the factors γs and γd playing the role of interface Green functions. A

typical behavior of the transmission coefficient |T (ε)|2 is presented in Fig. 3.4. It shows

n transmission resonances generated by n discrete energy levels of the G-element (by n

atoms in the chain) as they are passing over the Fermi level within the mutually displaced

energy bands. The displacement can be due, for instance, to the Stoner splitting between

majority and minority subbands of oppositely polarized S- and D-elements. Notice that

the resonances become sharper as the levels approach the band edges, and the maximum

transmission in the asymmetric S-D band configuration is not limited to unity (the flux

conservation does not mean the density conservation if the in- and out-velocities are not

equal). This coefficient enters the LB formula for the ballistic conductance through the

1D composite system (in zero temperature limit):

G =
e2

h
|T (εF) |2, (3.19)

with the Fermi energy εF. Now, allowing the S and D chains to support spin polarized
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subbands εi,q,σ = εi,σ + 2ti cos q (where εi,σ = εi − σ∆i, σ = ±, are the majority and

minority spin indices and ∆i are the Stoner splitting parameters for i = s, d), it is possible

to introduce the energy and spin-dependent variables xi,σ(ε) = (ε− εi,σ) / (2ti), i = s, d,

for in- and out-channels and obtain from Eq. (3.19) the spin-dependent conductance

values Gσ,σ′ =
(
e2/h

) |T (
xs,σ (εF) , xd,σ′ (εF) , xg (εF)

) |2. Finally, the (maximum) magne-

toresistance is defined as usually through the difference between the conductance values

GP = G+,++G−,− for parallel and GAP = G+,−+G−,+ for antiparallel (S/D) polarization:

MR = GP /GAP − 1.

Although state-of-the-art technology already permits development of such genuinely

1D devices and the resonance behavior like that in Fig. 3.4 (different from the known

quantized conductance steps vs voltage bias) can be directly sought in them, it is of major

practical importance to generalize the above treatment for a more realistic multilayered

structure and this will be done in the next section.

3.3 3-Dimensional Multilayered Structure

nn 1 ......... 2 21211
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Figure 3.5: Real multilayered structure where the current flows through two ferromagnetic
electrodes, S and D, separated by a non-magnetic spacer G, and its model by the composite 3D
system where a finite n-plane spacer is inserted between two semi-infinite leads.
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Passing from 1D composite chain to multilayered (and spin polarized) 3D lattice

structure as shown in Fig. 3.5, the indexing of site operators is extended from ŝl, d̂l and

ĝl to ŝl,m,σ, d̂l,m,σ and ĝl,m,σ, where m runs over N sites in the lth plane and σ is ±. The

strategy in this case relies on the conservation of the transversal quasi-momentum k‖ in

the transitions between the planes [Mathon et al., 1995]. From the experimental point

of view, this requires perfect interfaces that are only reachable with advanced deposition

techniques [Ikeda et al., 2008]. To describe the situation where k‖ is a good quantum

number for independent 1D-like longitudinal transport channels, planar wave operators

are used instead of the previous site operators. Thus, for the lth plane in the S element,

the planar wave operators are defined as:

ŝl,k‖,σ =
1√
N

∑
m

eik‖·mŝl,m,σ, (3.20)

and similarly d̂l,k‖,σ and ĝl,k‖,σ are written for D and G elements. The related extension

of the Hamiltonian is: Ĥ =
∑

k‖,σ

(
ĥs
k‖,σ + ĥsg

k‖,σ
+ ĥg

k‖,σ
+ ĥgd

k‖,σ
+ĥd

k‖,σ

)
, where the

particular terms are analogous to those in Eq. (3.9) with the change of all the site

operators by the planar wave ones and all the on-site energies εi by the transversal

momentum subbands εi,k‖,σ = εi,σ + 2ti (cos kx + cos ky) , i = s, d and εg,k‖,σ = εg +

2tg (cos kx + cos ky). The equations of longitudinal motion in terms of the planar wave

amplitudes sl,k‖,σ, dl,k‖,σ and gl,k‖,σ (for given energy ε of the collective state) are obtained

in analogy with the 1D case. Thus, in the leads S and D (beyond the interfaces), they are

analogs to Eq. (3.11):

2xs,k‖,σsl,k‖,σ = sl−1,k‖,σ + sl+1,k‖,σ,

2xd,k‖dl,k‖,σ = dl−1,k‖,σ + dl+1,k‖,σ, (3.21)

with xi,k‖,σ = (ε − εi,k‖,σ)/ (2ti), i = s, d, while in the spacer G (at 1 < l < n), they are

[in analogy with Eqs. (3.7) and (3.15)]:

2xg,k‖gl,k‖,σ = gl−1,k‖,σ + gl+1,k‖,σ, (3.22)
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with xg,k‖ = (ε− εg,k‖)/ (2tg). Also the equations for interface amplitudes:

2xs,k‖,σsk‖,1,σ = sk‖,2,σ +
tsg
ts

gk‖,1,σ,

2xg,k‖gk‖,1,σ = gk‖,2,σ +
tsg
tg

sk‖,1,σ,

2xg,k‖gk‖,n,σ = gk‖,n−1,σ +
tgd

tg
dk‖,1,σ,

2xd,k‖,σdk‖,1,σ = dk‖,2,σ +
tgd

td
gk‖,1,σ, (3.23)

are analogous to Eqs. (3.12), (3.13) and (3.14). The next derivation, in full similarity

with the 1D case, leads to the full dispersion laws in the leads εi,k‖,q,σ = εi,k‖,σ + 2ti cos q

(for i = s, d) and to the final conductance formula for particular in-out spin channels:

Gσσ′ =
e2

h

∑

k‖∈K

|Tσσ′(εF,k‖)|2. (3.24)

Here the transmission coefficient depends on the relevant variables σ, σ′, ε and k‖ accord-

ingly to: Tσσ′(ε,k‖) ≡ T (qs,k‖,σ, qg,k‖ , qd,k‖,σ′) with qi,k‖,σ = arccosxi,k‖,σ for i = s, d and

qg,k‖ = arccosxg,k‖ . The sum in k‖ is restricted to the permitted summation range K,

such that simultaneous equalities εs,k‖,qs = εd,k‖,qd
= εF result in certain real in- and out-

momenta qs and qd. In particular, using the summation procedure developed in the Chap.

2, the Eq. (3.25) becomes:

Gσσ′ =
e2

h

1
(2π)2

∫ bσ,σ′

aσ,σ′
duρ(u)|Tσ,σ′ (εF, u) |2, (3.25)

with ρ(u) = N−1
∑

k‖ δ(u−uk‖) = 4/(2+ |u|)K [
(2− |u|)2/(2 + |u|)2] and the integration

limits:

bσ,σ′ = min
{
2, min

[
xs,σ (εF) , xd,σ′ (εF)

]
+ 1

}
,

aσ,σ′ = max
{−2, max

[
xs,σ (εF) , xd,σ′ (εF)

]− 1
}

,

(3.26)

fully defining the integration procedure in the limit of continuous k‖, as discussed in the

previous chapter. It should be noted that the internal momentum qg can be either real
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or imaginary in this course, depending on specific k‖ in K. Therefore the attribution of

purely tunneling or purely metallic conduction regime is here conventional to a certain

extent, for instance a predominant tunnel-like conductance can pass to metallic-like with

growing ng. Then, seeking for optimum performance of the model MR device it is of

interest to evaluate it as a function of the system parameters, mainly the number n of

atomic layers in the gate and the on-site energy level εg of the gate (which can be possibly

controlled through the gate bias). Also, variation of the latter parameter from positive to

negative values permits to model in a unified way the passage from TMR to GMR regime

(in the above indicated sense).

3.3.1 Magnetoresistance and Numerical Results

The following numerical work can be guided accordingly to some evident qualitative

arguments. The variation of the integrand in Eq. (3.25) is mainly controlled by that of

the polynomials ul

(
xg,k‖

)
in the denominator of Eq. (3.18). As seen from the explicit Eq.

(3.4), they are oscillating if
∣∣∣xg,k‖

∣∣∣ < 1 (when the sampling point εg,k‖ in the G-spectrum

is close enough to the Fermi energy εF) and exponentially growing if |xg| > 1 (when εg,k‖ is

far enough from εF). Therefore, the conductance is generally expected to oscillate (either

in εg and in n) as far as the level εg is close enough to εF (which can be compared to the

GMR regime) and to exponentially decay at εg far enough from εF (a generalized TMR

regime). The latter decay should asymptotically tend to MR(n) ∝ exp (−nxmin) with

xmin = mink‖∈K

∣∣∣xg,k‖

∣∣∣ at n À 1.

In the latter case, the direct calculation of MR may result in GP and GAP both

exponentially small but the last one being much smaller and yielding (arbitrarily) huge

MR values. However, they should not be physically attainable, taking into account that

the real multiband electronic structure of transition metals (built from atomic s-, p- and

d- orbitals) always includes some additional conduction channels, for instance due to the

s-bands, whose tunnel contribution decays slower than that of spin-polarized d -bands and

is almost spin independent. Therefore it should dominate the transport in the indicated

regime and make the real MR exponentially small. A simple phenomenological account of

this mechanism in the considered single-band model can be done by introducing a certain
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spin-independent term G0 either into GP and GAP values:

GP = G++ + G−− + G0, GAP = G+− + G−+ + G0, (3.27)

to present the MR formula as:

MR =
G++ + G−− −G+− −G−+

G+− + G−+ + G0
. (3.28)
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Figure 3.6: Magnetoresistance of a Fe/NM/Fe junction (the parameters are given in the Chap.
2): (a) as a function of the on-site energy εg of the gate element for the same junction and various
numbers of atomic planes in the gate element, ng = 3, ng = 4 and ng = 5. Compare the resonance
peaks in the shallow band regime with those in the 1D case of Fig. 3.3; (b) in function of the
number ng of spacer layers at fixed values of εg. Magnetoresistance of a Co/NM/Co junction (the
parameters are given in the Chap. 2): (c) as a function of the on-site energy εg of the gate element
for the same junction and various numbers of atomic planes in the gate element, ng = 3, ng = 4
and ng = 5; (d) in function of the number ng of spacer layers at fixed values of εg;

It is just this formula that is used below for all practical MR calculations. In

what follows the band structure parameters for Fe and Co highlighted in the previous
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chapter2 are employed, the spacer hopping amplitude is set equal to the one in FM leads,

and a constant value G0 = 0.1e2/h (about ∼ 10% of the expected total conductance) is

chosen. With such assumptions, it is found that the MR behavior vs n indeed changes

qualitatively at different choices of εg for both FM elements, Figs. 3.6(b,d). The TMR-like

behavior with fast exponential decay appears either at high enough gate level, εg > 6|tg|
(which can be compared to a positive barrier in the continuum approximation), and at

low enough εg < −6|tg| (a negative or hole barrier), but it develops GMR-like oscillations

with greatly enhanced average MR amplitude at the intermediate εg values (which can

be called the shallow band regime). The oscillating behavior reveals similar types of

periods as those predicted by the Green function treatment [Mathon et al., 1995], and it

is in a qualitative agreement with that experimentally observed for MgO moderate (low

barrier) tunnel junctions between Fe electrodes [Yuasa et al., 2004], except for stronger first

oscillation. However, it will be shown below that these strong oscillations are effectively

attenuated when the specific interface effects between metal and insulator layers are

taken into account. The most notable feature of the calculated MR is its amazingly

high maximum value, of the order of ∼ 3000%, indicating a huge potentiality of the

quantum coherent conduction regime. For the same choice of parameters, the calculated

dependencies of MR vs εg (at fixed values of n = 3, 4, 5) are shown in Fig.3.6(a,c). In

concordance with the above considered MR(n) behavior, they practically vanish beyond

the range of intermediate εg and display a finite number of resonance peaks within this

range (reminiscent of n 1D resonances in Fig. 3.3), reaching the same highest order of

magnitude in the shallow band regime. It is important to note the existence of a smaller

peak for the Co junction at εg ∼ 3 eV (near the tunnel regime), that it is not found in the

Fe-based structures. Interestingly, it coincides with the experimental measurements, since

Co/MgO/Co revealed higher MR values than Fe/MgO/Fe [Yuasa et al., 2006]. Further,

very high MR values in the present TB approach contrast with the known result for the

model of almost free electrons through the continuous rectangular barrier [Slonczewski,

1989], where MR reaches zero at lower barrier heights. As yet, the MR (εg) dependence

was only studied experimentally for Al-O spacers [Tezuka and Miyazaki, 1998], possessing

most probably polycrystalline or amorphous structure and high enough εg, so it could

2Notice that, for simplicity, in this chapter and the following, the hopping term of the Hamiltonian is
taken as positive, so to be in accordance with the adjusted band structure of Chap. 2, t = −tFe,Co.
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be of interest to try it also with epitaxial MgO spacers and possibly with those spacer

materials that can realize the shallow band condition.

Shallow band regime

Discrete electronic spectrum
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Figure 3.7: Discrete electronic spectrum for n = 4 and t = −0.6 eV in the shallow band
condition, εg = −1 eV.

The model discrete electronic spectrum (composed of n-subbands, Sec. 3.2) in the

shallow band regime for a spacer with n = 4 and t = −0.6 is shown in the Fig. 3.7.

Notice the superposition of the highest subband with the Fermi level, εF, at the X point.

This could be the important mechanism responsible for the resonant enhancement of the

conductance that affects both parallel and anti-parallel configurations. Since this effect is

much greater in the parallel configuration, high MR performance is reachable.

3.4 Interfacial Effects

In this section, the interfacial effects presented at the metal/insulator or metal/non-

magnetic-spacer interfaces are discussed. This is motivated by the analogy with the

well known case of Schottky barrier at metal/semiconductor interfaces, leading to such

interesting physical effects as band bending [Sze, 1981]. It is known from X-ray and

ultraviolet photoemission spectroscopy (XPS and UPS) that some charge transfer effects

also appear at the metal-insulator interface, leading to the formation of an interfacial

charge-dipole whose magnitude is defined by the localized states at interfaces. Since this

dipole directly affects the efficiency of tunneling, it is also important to evaluate its effect
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on the magnetoresistance.

The best treatment of this problem is to introduce self-consistently a charging energy

(δ, commonly called the built-up voltage) due to charge accumulation in the framework of

the density functional theory (DFT). Instead, a simple analytic model is developed below

to take into account these interfacial effects qualitatively. Despite of its simplicity, the

model can exemplify in which way the formation of charge dipoles affects the MR ratio.

d
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Figure 3.8: Schematic representation of the interface charge-energy, δ, created by a charge
accumulation in the S/G and G/D interfaces, as a simplified description of the self-consistent
behavior.

The present treatment starts from the same model of Sec. 3.3 but considering extra

charge energies ±δ on the sites pertaining to the two atomic planes of both interface

sides (see Fig. 3.8). This is an approximation to a more realistic charge and potential

distributions around the interfaces, obtained by numerical DFT calculations [Butler et al.,

2001]. The δ-perturbation results in new boundary conditions and, as a consequence, in a

new transmission coefficient. In this approximation, there is no changes in the equations

of motion within the particular elements (S, D and G), but new pairs of equations appear

at the (S/G) and (G/D) interfaces, involving the charge energy δ:

(
2 cos qs +

δ

ts

)
s0 = s−1 +

tsg
ts

g1,

(
xg − δ

tg

)
g1 = g2 +

tsg
tg

s1,

(
2 cos qb +

δ

td

)
d1 = d2 +

tgd

td
gn,

(
xg − δ

tg

)
gn = gn−1 +

tgd

tg
d1. (3.29)

These boundary conditions allow to re-calculate two terminal G-amplitudes as a
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function of the parameters R, T, qs, qd. Interconnecting these terminal amplitudes leads

to the transmission formula, Eq. (3.17), but with the modified denominator Dn,δ =

An −Bn + Cn where:

An =
(

1 +
δ

td
eiqd

) (
1 +

δ

ts
eiqs

) [
un − 2

δ

tg
un−1 +

(
δ

tg

)2

un−2

]
,

Bn =
[
γs

(
1 +

δ

td
eiqd

)
+ γd

(
1 +

δ

ts
eiqs

)] (
un−1 − δ

tg
un−2

)
,

Cn = γsγdun−2. (3.30)

It is easy to see that Dn,δ → Dn in the limit of δ → 0.

3.4.1 Magnetoresistance and Numerical Results

The MR defined from Eqs. (3.28), (3.30) in function of the number ng of gate

atomic planes and of the gate voltage εg (for three values of the interface potential δ) are

presented in Figs. 3.9(a,b). The obtained softening of first oscillations makes these curves

more similar to the experimental observations [Yuasa et al., 2004].

The presence of an extra barrier (due to the charge energy) reduces the main MR

peak in the shallow band regime, Fig. 3.9. Obviously, this barrier reduces the conductance

in either P and AP configurations. However, this tendency is stronger in the P conductance

and so the overall MR drops.

In spite of the this reduction, MR increases for higher εg. This effect is of particular

interest in Fe/NM/Fe junctions where a new peak appears around εg ∼ 1.8 eV (closer to

the tunnel regime). For that reason it should be easier to attain high MR values with

the technology available today. Apparently, this effect results from the wave function

localization caused by coherent resonances in the interfacial potential wells.

3.5 Temperature and Voltage Effects

The shallow band regime (SBR) enhancement of the MR requires a long enough

mean free path for charge carriers compared to the characteristic junction size. This is

actually achieved by the modern methods of nanofabrication [Yuasa and Djayaprawira,

2007] and thus can be taken for granted. However, there can also appear other restrictive

factors for sharp MR response in real operating conditions, the most important of them
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Figure 3.9: Effect of the interface charge energy on the MR for the same Fe/NM/Fe junction
(a) as a function of εg, with mg = 4 and δ varying from 0 to 0.4 eV; (b) in function of mg with
εg = 1 eV and δ varying from 0 to 0.4 eV. Effect of the interface charge energy on the MR for the
same Co/NM/Co junction: (c) as a function of the εg, with mg = 4 and δ varying from 0 to 0.4
eV; (d) in function of mg with εg = −0.5 eV and δ varying from 0 to 0.4 eV.

resulting from the finite temperature effects on electronic distribution and from the effects

on energy band structure by a finite electric field (especially strong in atomically thin

junction structures). The effect of the applied bias on the transmission coefficient is often

ignored in the theoretical works, for example, [Butler et al., 2001 and Mathon and Umerski,

2001]. It is commonly argued that once the transmission coefficient is small, it would be a

good approximation to consider it bias independent. Thus, the bias effect gets restricted

to just the Fermi level shift, only reducing the MR value. However, as will be seen below

coherent transport in perfect junctions can result in maximum transmission at certain

finite voltage and its bias independence is no longer guaranteed. Also the temperature

dependence of resonance conduction (even in the low field regime) is highly important for

real efficiency of such devices. Apart from the common temperature effect in the spin-

independent conduction channel, it can generally follow from two factors: (weak) thermal

broadening of the Fermi distribution and (stronger) temperature dependence of the Stoner
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subband splitting. The main purpose of this section is to study the mentioned voltage

and thermal effects on MR.

3.5.1 Field Dependent Transmission

S
S G D

Figure 3.10: Schematic representation of an S-G-D junction, where each element is composed
of 2D atomic planes with respective hopping parameters, and the voltage spatial distribution (by a
staircase potential with equal steps E within the g element).

The calculation of the transmission coefficient for the present system in the TB

approximation includes a staircase-like shifts of on-site energies by a finite electrical field

along the gate element, neglecting it in the less resistive source and drain elements, as

represented in Fig. 3.10. It should be noted that this approximation to a real situation,

where the staircase potential distribution can generally interfere with some interface built-

up voltages, is adopted mainly for simplicity reasons, believing that the corresponding

effects on the relevant MR value can be rather additive.

Admitting the transport regime in such a junction beyond the common tunneling,

the transmission coefficient can be sensibly dependent on the applied bias, resulting in a

non-linear conduction. Even though, in order to avoid too strong non-linear effects and to

assure the use of Landauer-Büttiker formalism, it is reasonable to restrict the voltage V

on G to some safe value, for instance |Vmax| ≤ 1 V. Indeed, the maximum applied voltage

in experimental systems amounts ∼ 1 V on ∼ 1 nm thick barriers, before the transport

gets heavily affected by electromigration phenomena [Ventura et al., 2008].
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Accordingly to the TB approach for multilayered systems explained in the previous

section, electron dynamics in the single-band approximation is described by the composite

Hamiltonian: Ĥ =
∑

n,σ

(
ĥs
n,σ + ĥsg

n,σ + ĥg
n,σ + ĥgd

n,σ + ĥd
n,σ

)
, where n and σ are the in-

plane 2D lattice vector and spin (taking values ↑ or ↓ in the laboratory frame). The

particular terms: ĥi
n,σ = ĥ0

i,n,σ + ĥ
‖
i,n,σ + ĥ⊥i,n,σ, describe the on-site energy and the

transversal and longitudinal nearest-neighbor hopping processes with spin σ within ith

element, and the interface terms ĥi′i
n,σ is responsible for the hopping between i and i′

elements. In particular, the ĥ0
i,n,σ component of the Hamiltonian is modified to: ĥ0

i,n,σ =
∑li+1−1

l=li
εi;l,σâ†l,n,σâl,n,σ. The on-site energy εi;l,σ is l-independent: εi;l,σ ≡ εi,σ = εi +

σi∆ in the ferromagnetic leads (i = S,D), with the paramagnetic value εi, the relative

spin σi = ± (for given absolute spin and polarization of i -th lead), and the Stoner

splitting ∆. But it is l-dependent (and σ-independent) in the gate: εg;l,σ ≡ εi − lE,

accordingly to the model in Fig. 3.10. The above referred interference effects on electric

potentials by charge fluctuations are neglected as second order corrections in the considered

moderate fields. Notice that the l-independent paramagnetic energies εi in D include the

potential drop caused by the electrical field in G. Once again, the in-plane symmetry

and transversal momentum k‖ conservation in a perfect junction suggest the 2D Fourier

transform to planar wave operators, so that the paramagnetic energies εi are extended to

the 2D dispersion laws εi,k‖ = εi + tj
∑

δ exp(ik‖ · δ) and define the spin-split subbands

εi,k‖,σ = εi,k‖ + σi∆. Then the eigenstate of the Hamiltonian with given energy ε,

transversal momentum k‖ and spin σ is written as a superposition over the elements:

|ψk‖〉 =
∑

i,σ

∑li+1−1
l=li

il,k‖,σ|l,k‖, σ〉, where the states |l,k‖, σ〉 = a†l,k‖,σ|0〉 enter with the

amplitudes il,k‖,σ in ith element. In particular, to find the transmission from S to D lead,

the S-amplitudes are defined as superpositions of incident and reflected waves and the

D-ones as only transmitted waves:





sl,k‖,σ = eiqs,k‖,σ(l−1) + Rse
−iqs,k‖,σ(l−1)

,

dl,k‖,σ = Tsde
iqd,k‖,σ(l−n)

,
(3.31)

where the lattice parameter is chosen as a unit of length and Rs, Tsd are the respective re-

flection and transmission amplitudes. Generally, each i -amplitude is expressed in function

of a dimensionless energy parameter xi,k‖,σ = (ε−εi,k‖,σ)/2ti and longitudinal momentum:

qi,k‖,σ = arccosxi,k‖,σ (real in the semi-infinite leads). Notice, that the energy argument
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for D, xd,k‖,σ = (ε − εd,k‖,σ)/2td + (n + 1)ytg/td, depends on the electrical field through

the parameter y = E/2tg. In what follows, the abbreviated notations xi,σ and qi,σ are

used for the energy and momentum parameters (k‖ is always well defined).

In similarity with the archetypal case of zero field and temperature, the transmission

coefficient Tsd is found from matching the S and D amplitudes, Eq. (3.31), through the G

amplitudes. The gl amplitudes for 2 < l < n− 1 obey the equations of motion, following

from the SE,
(
ĥg
k‖,σ

− ε
)
|ψ〉 = 0, in the form:

2xg,lgl = gl−1 + gl+1, (3.32)

with xg,l = xg + ly. Supposing first the G element isolated (no interface hoppings), the

solution of Eq. (3.32) with initial conditions g0 = 0 and g1 = 1 is gl = pl(xg, y) where:

pl+1(x, y) = (2y)l

[l/2]∑

j=0

C l−j
j (−4y2)−j

(
x

y
+ j + 1

)

l−2j

, (3.33)

Cn
m is the binomial coefficient, [w] is the integer part of w, and (w)n = w(w + 1) . . . (w +

n − 1) is the Pochhammer symbol [Abramowitz and Stegun, 1964]. In conformity with

the zero field limit, this solution tends to the 2nd kind Chebyshev polynomial in the limit

of y → 0: pl(xg, y → 0) → ul(xg). It is important to note that eigenenergies of this

isolated system are the roots of the secular equation Dn(x, y) = 0 given by pn+1(x, y) = 0,

similarly to the case of zero electrical field. Thus, for an 1D chain with n = 4, the secular

equation reads: ∣∣∣∣∣∣∣∣∣∣∣∣

x + y −1 0 0

−1 x + 2y −1 0

0 −1 x + 3y −1

0 0 −1 x + 4y

∣∣∣∣∣∣∣∣∣∣∣∣

= 0,
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which has four roots, xm = εm/(2t) (m = 1, . . . , 4):





x1 = 1
4

(
−10y +

√
2
√

3 + 10y2 +
√

5 + 48y2 + 64y4

)
,

x2 = 1
4

(
−10y +

√
2
√

3 + 10y2 −
√

5 + 48y2 + 64y4

)
,

x3 = 1
4

(
−10y −√2

√
3 + 10y2 −

√
5 + 48y2 + 64y4

)
,

x4 = 1
4

(
−10y −√2

√
3 + 10y2 +

√
5 + 48y2 + 64y4

)
,

with the mth eigenvector ψ(xm, y) = Ω (p1(xm, y), . . . , pn(xm, y)), where the normalizing

factor is Ω =
(∑

l |pl(x, y)|2)−1/2 and closed boundary conditions: p0 = pn+1 = 0 are

implied. Choosing |y| ≤ 0.5 with t = 1/2, the discrete energy spectrum as a function of

y = E/(2t) and eigenvector ψ(x, y) (for y = 0.5) are presented in Fig. 3.11.
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Figure 3.11: (a) Discrete energy spectrum for a chain with n = 4 and t = 1/2 as a function of
y = E/(2t); (b) Eigenvector ψ(x, y) local amplitudes for the same chain.

On the other hand, in the free electron approximation, the bias effect on the

continuous planar waves is expressed through a combination of the Airy functions Ai(Z)

and Bi(Z):

ψ = aAi(Z) + bBi(Z),

where the argument Z depends on the longitudinal coordinate z,

Z(z) =
[√

2m∗/(~eE)
]2/3

(φ− eEz − ε⊥) ,

with E denoting the electrical field applied to the junction, φ is barrier height, the distance
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z in the barrier is referred to the interface with the source electrode, ε⊥ = ε−(2m∗)−1~2k2
‖

is the electron energy associated with electron motion in the direction perpendicular to

the layers, and m∗ is the effective free electron mass, [Wilczyński et al., 2008].

Now, to match Eqs. (3.31) and (3.32), two pairs of interface equations of motion are

derived from the 2D Fourier transformed interface Hamiltonians ĥ
(i′i)
k‖,σ

(likewise to what

was done in the previous sections):

2xss0 = s−1 +
tsg
ts

g1,

2(xg + y)g1 = g2 +
tsg
tg

s0, (3.34)

and

2(xg + n y)gn = gn−1 +
tgd

tg
dn+1,

2xddn+1 = dn+2 +
tgd

td
gn. (3.35)

They permit to express the terminal pairs of G amplitudes: (g1, g2) through Rs, xs, xg,

and (gn−1, gn) through Tsd, xd, xg. From matching of Eqs. (3.31) and (3.32) to Eqs.

(3.33) and Eqs. (3.34) two equivalent forms of the wave amplitudes are found: gl =

gsg
l (Rs, xs, xg) from the (S/G) interface, and gl = ggd

l (Tsd, xd, xg) from the (G/D) interface.

Their comparison at two specific l values, l = 1 and l = n, results finally in the S-D

transmission amplitude (at given ε, k‖ and relative in- and out-spin indices σ, σ′) as:

T
(sd)
σ,σ′ = −2i

tsgtgd

tg td

sin qs

Dσ,σ′
, (3.36)

with the field dependent denominator given by:

Dσ,σ′ = pn+1(xg, y)− γσ
s pn(xg + y, y)− γσ′

d pn(xg, y) + γσ
s γσ′

d pn−1(xg + y, y). (3.37)

Here the interface factors are: γs = eiqst2sg(tstg)
−1 for (S/G) and γd = eiqdt2gd(tgtd)

−1

for (G/D) interfaces, and the momenta qs, qd depend on σ and σ′. The main formal

distinction of the present solution, Eq. (3.36), from its zero field analogue is the change

from Chebyshev polynomials to Pochhammer symbols with the explicit field argument y.

Bearing in mind that the momentum qd in γd also depends on y it is possible to restore
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the continuous limit behavior of Airy functions mentioned above.

3.5.2 Magnetoresistance and Numerical Results

As is known [Camley and Barnaś, 1989] and [Valet and Fert, 1993], charge and

spin accumulation occurs in the vicinity of junctions under current, perturbing the local

equilibrium Fermi distribution. In the next Section, this effect is also traced in the ballistic

regime and indeed a specific perturbation of the Fermi distribution is demonstrated, either

in equilibrium (E = 0) or out-of-equilibrium (E 6= 0) regimes that could be of interest for

transport phenomena. However, such effects are not included in the present calculations

(expected to be small non-linear corrections).

I
+ -

I
- +

P AP

I
+ +

I
- -

Figure 3.12: Schematics of spin-dependent transport channels in P and AP regimes of the
junction (wide arrows indicate polarizations of the FM leads). For each channel with a certain
absolute spin index Σ, the relative indices σ, σ′ are equal in P but different in AP.

In the present context, the generalized LB formula is applied to calculate the current

through the junction in a given spin channel σ, σ′ (see Fig. 3.12):

Iσ,σ′ =
e

h

∫
dε

∑

k‖∈K(ε,V )

[∣∣∣T (sd)
σ,σ′ (ε,k‖)

∣∣∣
2
fs(ε)−

∣∣∣T (ds)
σ′,σ (ε,k‖)

∣∣∣
2
fd(ε)

]
, (3.38)

where fi = {exp [β (ε− µi)] + 1}−1 is the equilibrium Fermi distribution in the leads (i =

S,D) with inverse temperature β and electrochemical potentials subject to: µs−µd = eV .

Further, K(ε, V ) is the permitted summation range for transversal momentum k‖ such that

the related in-and out-momenta qs = qs,k‖,σ and qd = qd,k‖,σ (at given energy ε and voltage

V ) are real. For simplicity it is assumed that
∣∣∣T (ds)

σ′,σ (ε,k‖)
∣∣∣
2
≈ 1−

∣∣∣R(ds)
σ′,σ(ε,k‖)

∣∣∣
2
. Within

the calculations performed in this section, deviations from this approximation constitute

second order corrections. Nevertheless, important effects related to those deviations can
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appear even at zero bias and for that reason they are analyzed in the next section. The

backward transmission amplitude is then calculated as:

T
(ds)
σ′,σ = −2i

tsgtgd

tstg

sin qd

Dσ′,σ
,

and defines the back current from D to S lead (only non-zero at finite temperatures).

The practical k‖-integration in Eq. (3.38) is realized by the formula:

Iσ,σ′ =
e

h

∫
dε

∫ b(ε,V )

a(ε,V )
duρ(u)

[∣∣∣T (sd)
σ,σ′ (ε, u)

∣∣∣
2
fs(ε)−

∣∣∣T (ds)
σ′,σ (ε, u)

∣∣∣
2
fd(ε)

]
. (3.39)

Here the (ε- and V -dependent) limits for u-integration:

b(ε, V ) = min
{
2, min

[
xs,σ(ε), xd,σ′(ε− eV )

]
+ 1

}
,

a(ε, V ) = max
{−2,max

[
xs,σ(ε), xd,σ′(ε− eV )

]− 1
}

,

with xi,σ(ε) = (ε− εi,σ) /(2ti), just correspond to the K(ε, V ) range. After obtaining

from Eq. (3.39) the net currents for both parallel IP = I++ + I−− and antiparallel

IAP = I+− + I−+ configurations, the voltage-dependent MR ratio is defined as:

MR(V ) =
IP − IAP

IAP + I0
, (3.40)

taking into account a certain spin-insensitive current I0 = G0V (through some spin-

degenerate channels with supposedly Ohmic conductance G0).

In practical calculations of Eqs. (3.39) and (3.40), the same model parameters for

Fe electrodes are used and a Bloch-like temperature dependence of the Stoner splitting

parameter is applied, ∆ = ∆0

(
1− αT 3/2

)
with ∆0 = 0.96 eV and α = 10−4 K−3/2

[Ashcroft and Mermin, 1976]. The α value is chosen to be slightly high in order to

give a pessimist picture of the temperature dependence of MR. The above mentioned

spin-independent conductance was taken as G0 = 0.1e2/h. The behavior of MR in the

reference case of T → 0, V → 0 follows from the simple LB conductance formula:

Gσ,σ′ =
e2

h

1
4π2

∫ bΣ

aΣ

duρ(u)|T (sd)
σ,σ′ (εF, u) |2, (3.41)
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with (a, b) = (a, b) (εF, 0), resulting in the low-temperature-low-voltage (LTLV) value:

MR = (G++ + G−− −G+− −G−+) / (G+− + G−+ + G0). The main effect of quantum

coherence in this case is a series of strong peaks of MR as a function of the specific tuning

parameter, the on-site energy εg in the gate element, as exposed in the former sections.

The strongest of these peaks, related to the so called shallow band regime, indicates a

theoretical maximum efficiency (at least in the present simple model) of the coherent

transport mechanism for magnetic junction. Naturally, the analysis of possibly adverse

voltage and temperature effects on MR is most important for the SBR conditions. From

Eq. (3.41) for LTLV and Eqs. (3.39), (3.40) for V → 0, it is possible to compare positions

of SBR peaks (and also of weaker satellite peaks) at different temperatures for given

numbers n = 4, 5, 6 of atomic planes in the G-element, as shown in Fig. 3.13.
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Figure 3.13: MR dependencies on the gate bias parameter εg for different numbers n of atomic
planes in the gate at different temperatures.

The main tendencies in this behavior are the shift of SBR peaks to lower εg values

and their decreasing height with temperature. However, the latter effect can be less

pronounced if the value of G0 also decreases with temperature (as could be naturally

expected). The sensible difference of peak positions at low and high temperatures suggests

that the choice of optimum εg value for the device functioning at room temperature should
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be based on the temperature dependent formulas, Eqs. (3.39), (3.40), rather than on the

zero-temperature limit of Eq. (3.41).
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Figure 3.14: (a) Electric field dependencies of MR for different numbers n of atomic planes in
the gate at room temperature; (b) Temperature dependencies of MR for the choices of gate bias εg

adjusted to reaching SBR conditions at low and high temperatures.

Having done such a choice, the next issue of practical interest is the stability of MR

performance against the applied voltage. The corresponding results with the use of Eqs.

(3.39), (3.40) at RT and finite (positive and negative) voltages are shown in Fig. 3.14a.

The symmetric character of obtained MR(V ) curves for all n values is apparently due

to the adopted symmetry between S- and D-leads. A monotonous decrease of MR away

from zero voltage is found, this behavior being in agreement with the experiments [Yuasa,

2004], often explained in terms of magnon excitations [Moodera, 1998]. Interestingly, in

the present condition of SBR, this decrease is rather unusual and becomes more significant

for thicker junctions.

Finally, for the above indicated choices of SBR-adjusted structures at low and high

temperatures, their temperature stability away from the prescribed range can be also

studied. To this end, two specific structures were compared: i) the low-temperature

SBR-structure with εg = 0.9 eV and ii) the RT one with εg = 0.44 eV, both with the

gate thickness of n = 5. The calculated MR(T ) curves in Fig. 3.14b are in both cases

monotonically decreasing, but more rapidly for the first device whose higher performance

at low temperatures turns to be less stable and is surpassed by the slower decreasing

curve for the second device (already at about 150 K). The origin of this change of

domination between the two structures is evidently due to the competition of the two

tendencies indicated in Fig. 3.13, therefore the relative thermal stability of the second
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device can be yet enhanced by the above mentioned thermal degradation effect on G0.

Similarly, a specific SBR-adjustment of the εg parameter can be found for any temperature

domain of interest which may add technological flexibility to the class of quantum coherent

spintronics devices.

3.6 Electronic Distribution Functions

The analytical treatment of electron transport processes in spintronic layered nanos-

tructures is commonly restricted to classical or semi-classical framework [Camley and

Barnaś, 1989] and [Valet and Fert, 1993]. In these treatments the equilibrium Fermi

distribution is perturbed under an applied electric field E, and gets dependent on the

quasi-momentum k = (k‖, q), spin σ = ±, and position z in each ith layer: fi,σ(k, z). Such

perturbation is described accordingly to the Boltzmann equation for diffusive transport

at given (spin-sensitive) mean free path lσ. However, in highly perfect epitaxial junctions

[Ikeda et al., 2008], an essentially ballistic regime is expected at distances closer than lσ

from the junction. In this condition a new specific perturbation of electronic distribution

can appear, either in equilibrium or out-of-equilibrium, which can be important for the

spintronic performance. A similar effect is known for electrons near atomic point contacts

[Agräıt et al., 2003].

3.6.1 Model

To model the junction, the preceding trilayer structure is once more considered, Fig.

3.15. The device conductance in the two-current model [Valet and Fert, 1993] for in- and

out-spins σ, σ′ (with the same absolute value, ↑ or ↓) is Gσσ′ =
(
G−1

σσ′ + G−1
s,σ + G−1

d,σ′

)−1
,

where the Landauer conductance, Gσσ′ = dIσσ′/dV , is written through the spin-dependent

current (Chap. 2):

Iσσ′ =
e

h

∫
dε

∑

k‖∈K(ε,V )

[
fs,σ(ε)|Tσσ′(ε,k‖)|2 − fd,σ′(ε)

(
1− |R′

σσ′(ε,k‖)|2
)]

. (3.42)

The domain K is the restricted summation range, |Tσσ′ |2 the transmission amplitude from

S to D and |R′
σσ′ |2 the reflection amplitude from D to S, being related to conservation of

energy, εs,σ (ks) = εd,σ (kd) = ε, and transversal momentum, ks,‖ = kd,‖ = k‖. The inverse
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Figure 3.15: Transmission and reflection processes at given energy ε and the q-projected
distributions of majority and minority spins on both sides of the barrier in the AP magnetic
state. Light and dark shading indicates absolute spin orientations (up and down, respectively).



3.6 Electronic Distribution Functions 59

LB conductance typically prevails over the Drude contributions Gi,σ = Anilσ/(Limivi) by

the leads (A is the junction area, Li is the length of i-th lead, and ni, mi, vi are respectively

the electronic concentration, effective mass, and Fermi velocity).

The distribution fi,σ′ (ki, z) in Eq. (3.42) essentially varies with the distance z

from the barrier on the scale of z ∼ lσ, tending to the z-independent limit at z À lσ:

fi,σ′ (ki, z) → f∞i,σ′ (ki), defined by the uniform Boltzmann equation for respective lσ.

But in the opposite limit, z ¿ lσ, it tends to fi,σ′ (ki, z) → fi,σ′ (ki), defined by the

transmission and reflection coefficients, Tσσ′ and Rσσ′ (with energy and k conservation):

|Tσσ′ (ks) |2fs,σ (ks) + |Rσσ′ (−kd) |2fd,σ′ (−kd) = fd,σ′ (kd) ,

|Tσσ′ (−kd) |2fd,σ′ (−kd) + |Rσσ′ (ks) |2fs,σ (ks) = fs,σ (−ks) ; (3.43)

fi,σ (ki)− fi,σ (−ki) = f∞i,σ (ki)− f∞i,σ (−ki) . (3.44)

Eqs. (3.43) are the kinetic relations on the barrier and Eq. (3.44) expresses the current

conservation close to and far from the barrier in each (k, σ)-channel. Together they

fully define the distributions fi,σ on the barrier through the known asymptotics f∞i,σ

and coefficients Tσσ′ , Rσσ′ . Their solution essentially depends on the relative magnetic

configuration (parallel, P , or antiparallel, AP ) of the junction. For the P case (symmetric

barrier with ks = kd, σ = σ′, and |Tσσ′(k)|2 = 1− |Rσσ′(k)|2), one has trivially fi,σ(k) =

f∞i,σ(k). But for the AP case the ratio |Tσσ′(ks)|2/(1 − |Rσσ′(kd)|2) = vs,σ/vd,σ′ , (where

vi,σ = ~−1∂qεi,σ(k) is i-th longitudinal velocity) differs from unity, leading to a non-trivial

effect.

3.6.2 Equilibrium

This effect is already seen in the equilibrium state (E = 0), when Eq. (3.44) implies

the symmetry fi,σ (k) = fi,σ (−k). Then, Eqs. (3.43) become:

|Tσσ′ (ks) |2fs,σ (ks) =
(
1− |Rσσ′ (−kd) |2

)
fd,σ′ (kd) .

For the free-electron parabolic dispersion (negative): εi,σ(k) = ε0−σ∆i− (2m∗)−1~2(k2
‖+

q2), it reads

qsfs,σ(ks) = qdfd,σ′(kd),
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and for T = 0 (when ε = εF ), a simple analytic solution of Eqs. (3.43) providing minimum

total energy, E =
∑

i,k,σ fi,σ(k)εi,σ(k), is:

fi,+(k) = 1 and fi,−(k) =
√

1− (q∆/q)2 < 1,

over the momentum range εσ < εi,σ(k) < εF . Here the energy band limits are defined by

the conditions: ∫ εF

εσ

ρσ(ε)f(ε, 0)dε = nσ (3.45)

for partial densities of states, ρi,σ(ε) = N−1
∑

i,k δ(ε − εi,σ(k)), they correspond to the

limiting values qm and qσ of q: ε0−σ∆−~2q2
m/(2m∗) = εσ and ε0−σ∆−~2q2

σ/(2m∗) = εF ,

so that q∆ =
√

4m∗∆/~ < q− (seen in the middle panel of Fig. 3.15). The obtained

incomplete equilibrium occupation of minority subband3 at T = 0 is the principal result

of this section. Since in fact fi,−(k) only depends on the longitudinal part q, it is suitable to

construct the effective 1D distribution fi,−(q) by integration of fi,−(k) in all the permitted

k‖ values. This results explicitly in:

fi,−(q) = coth θ∆,q − θ∆,q/ sinh2 θ∆,q (3.46)

where θ∆,q = arcsinh (q/q∆), for qm > q > q− as shown in the lower panel of Fig 3.15.

The incomplete minority occupation (at the same dispersion laws εi,σ(k) and energy band

limits as in the bulk leads) would locally enhance the spin polarization:

pi(z) =
∑

k [fi,+(k, z)− fi,−(k, z)]∑
k [fi,+(k, z) + fi,−(k, z)]

, (3.47)

comparatively with its asymptotic value p∞i = limz→∞ pi(z), and evoke a charge accumu-

lation,

δi(z) =
∑

σ,k

[f∞i,σ(k)− fi,σ(k, z))] > 0,

near the barrier. This should produce local enhancement of band splitting ∆(z) = Jp(z)

(with an exchange parameter J) and lowering of the energy bands by eϕi(z). The extra

3The analogous consideration for the case of positive dispersion would lead to fi,−(k) = 1 and fi,+(k) <
1, and hence to locally reduced spin polarization.
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potential ϕi(z) can be found self-consistently from the Poisson equation:

∂2
zϕi(z) = 4πeδi(z)

solved for the modified dispersion laws:

εi,σ(k, z) = ε0 − σ∆i(z)− eϕi(z)− ~2k2/(2m∗).

This task is simplified by noting that ϕi(z) decays over distances of the order of mean

free path ∼ lσ À n
−1/3
e (the natural length scale of the charge accumulation), so that

the maximum charge accumulation turns to be small: δi(0) = ϕi(0)/(el2σ) ¿ ne. This

permits to approximately obtain the local electronic density from local densities of states

ρσ(ε, z) =
∑

i,k δ(ε− εi,σ(k, z)) integrated in energy up to ε = εF :

ne(z) = 1
6π2

(
2m∗
~

)2
{

W 3/2 + [W + 2∆(z)]3/2 − [εF − ε0 − eϕ(z) + ∆(z)]3/2 −

[εF − ε0 − eϕ(z)−∆(z)]3/2 − 3
2

√
∆(z) [εF − ε0 − eϕ(z)]

}
, (3.48)

where W is the total bandwidth. Then the expansion of ne(z), Eq. (3.48) up to leading

orders in supposedly small ratios (eϕi, ∆i)/(W, ε0 − εF ), referred to the asymptotic value

ne = limz→∞ ne(z), gives rise to a relation between the parameters ϕi and ∆i. Another

relation between them follows from a similar expansion of local band splitting:

∆(z) = J
3∆(z)

[√
ε0 − εF −

√
W

]
+

√
2∆(z) (W − ε0 + εF )

2
[
W 3/2 + (ε0 − εF )3/2

] , (3.49)

referred to the asymptotic (lower) value ∆∞, and permits to estimate the maximum

splitting as ∆i(0) ∼ J2/(4W ). Then, using it in Eq.(3.44), it is possible to estimate the

maximum band lowering as

ϕi(0) ∼ J
√

(ε0 − εF )−1 −W−1.

All these results show that quantum coherence between oppositely polarized electrodes

can essentially perturb local electronic equilibrium near the barrier.

However, the obtained charge accumulation and the related voltage on the barrier
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are fully compensated by the above mentioned |T |2/(1− |R|2) asymmetry to result in no

current, in agreement with Eq. (3.44). Also it should be underlined that this extra spin

polarization (localized near the barrier) can not relate to the known RKKY-like mechanism

(of volume origin).

3.6.3 Transport

At E 6= 0, the steady state ballistic transmission should be defined between the

electrochemical potential levels: εF and εF − deE, (for the barrier width d), instead of

the same Fermi level, on the sides of the barrier. This defines the same coupling between

the in- and out- states in the steady-state transport regime as in the equilibrium regime.

Then the conservation of equal spin currents in AP configuration requires a bigger non-

equilibrium shift of fi,−(k) than of fi,+(k), as shown in the lower panel in Fig. 3.15,

which would enhance the AP resistance and so the MR of the device. The relaxation of

the accumulated charge and spin on scales ∼ l− and ∼ lsf (the spin-flip mean free path)

from the barrier should also contribute to this enhancement.
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3.7 Charge and spin-torque transfer

Recently, the works of Slonczewski [Slonczewski, 1996] and Berger [Berger, 1996] pre-

dicting current-driven excitations of magnetic multilayers gained an enormous relevance.

This is due to the possibility of magnetic-field-free switching of relative orientations of the

magnetizations. Since their works, a tremendous experimental effort was triggered (Refs.

[Rippard et al., 2004, Tulapurkar et al., 2005, Petit et al., 2007, Ozatay et al., 2008],

among many others). But, also various theoretical works have been done, considering

current-perpendicular-to-plane giant magnetoresistance (CPP-GMR) junctions, [Barnaś

et al., 2005, Edwards et al., 2005, and Manchon et al., 2006], and tunnel magnetoresistance

(TMR) junctions, [Theodonis et al., 2007, Wang et al., 2008, and Wilczyński et al., 2008].

3.7.1 Introduction

This section considers coherent transport in fully epitaxial structures with arbitrary

angle θ between magnetizations of magnetic electrodes, where charge and spin transfer can

be enhanced by quantum resonances from discrete subbands in the electronic spectrum

of the spacer. Starting from the single-band TB model presented in this chapter, the

θ-dependent transmission and reflection coefficients for the coherent wave function are

calculated. With these, the θ-dependencies of charge and spin transfer are evaluated

through the expectation values of a generalized transport density operator.

Once again a perfect sandwiched structure consists of successive stacks of coherent

atomic planes (Fig. 3.16), but in this case a semi-infinite left ferromagnetic block (S) with

fixed magnetization M1, connected through a finite non-magnetic n-plane spacer (G) to

a semi-infinite right ferromagnetic block (D) with free magnetization M2, admitting an

arbitrary angle θ between M1 and M2. It is important to mention that for simplicity in

this section a different referenial is used as clearly depicted in Fig. 3.16. Since the spacer

G is much thinner than the mean-free path l (typically ∼ 50 nm), transport through the

junction is essentially ballistic within a ∼ l range around G. Lets call it ballistic range

(BR), included into the overall transport circuit in series with the outer parts (& l away

from G) of S and D leads, called diffusive ranges (DR’s). The dominant part of the

overall junction resistance is supposed to come from the BR resistance defined by the

Landauer formula for coherent quantum states, the eigen-states of the TB Hamiltonian
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Figure 3.16: Schematic picture of a magnetic junction: left ferromagnetic lead (source, S), non-
magnetic spacer (gate, G) and right ferromagnetic lead (drain, D). It is important to emphasize
the discrete structure of the system, as that by n-atomic planes in the gate.

given below. Practically, they are constructed from the in-plane states |j,k‖, σ〉 for each

j th plane labeled by the conserved in-plane momentum k‖ and spin (σ = ±, relative to

the local magnetization M in this plane).

However, an important issue for the ballistic transport is that generally these eigen-

states are not orthogonal, since there can be transmissions and reflections of any incident

wave of any spin polarization to outcoming waves of both polarizations. This rises

a problem on definition of local electronic distribution on BR (either equilibrium and

non-equilibrium) and its matching with such distribution on DR, found from common

Boltzmann kinetic equation. It can also involve the temperature effects, even though the

very concept of temperature is not well defined for isolated (non-thermalized) coherent

states. Such a problem was considered in Sec. 3.6 for a simpler case of a junction

in collinear (parallel or antiparallel) magnetic configurations. Although in the general

case of non-collinear configurations, the matching conditions become rather tedious and

a simpler solution can be found, using a certain system of orthogonal eigen-states for

any ε,k‖ conduction channel. Specifically, the orthogonalized BR-states should mix the

above mentioned left- and right-incident states with the weight coefficients dependent on
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thermal steady-state occupation numbers in DR’s (taking into account also their specific

electrochemical potentials). Once these states are built, their occupation numbers are

simply given by the common Fermi function f(ε, T ), while more complicate occupations

(possibly fractional even at T = 0) would result from the above mentioned matching

conditions (Sec. 3.6). In a sense, this situation is similar to that well known in the

Landau theory of Fermi liquid, where occupation numbers for interacting electrons can be

fractional but they pass to common Fermi numbers for exact (composite) quasi-particles

[Landau and Lifshitz, 1985]. A more detailed description will be given below.

3.7.2 Model

Now the coherent (ballistic) Hamiltonian in the single-band TB approximation is

written as

Ĥ = Ĥ0 + Ĥ ′, (3.50)

here Ĥ0 is just similar to the Hamiltonian given in Sec. 3.3, but the spin-rotation matrix

Û = exp(−iσ̂xθ/2) with the Pauli matrix σ̂x is introduced in the S/G interface term to

adjust the local quantization axes between S and D blocs. Further, the Ĥ ′ part of the

Hamiltonian contains the electric potential term, due to the external voltage source:

Ĥ ′ = e
∑
n,σ

∑

j

φj â
†
j,n,σâj,n,σ, (3.51)

where the local potentials on each j th layer are distributed as follows:

φj =
V

2





1, j ≤ 0,

1− 2j/(n + 1), 1 ≥ j ≥ n + 1,

−1, j ≥ n + 1

(3.52)

(supposing that the potential drop only occurs within the barrier).

Ballistic eigen-states of the Hamiltonian, Eq. (3.50), with given energy ε and

transversal momentum k‖, can be yet characterized by their incidence, left (l) or right

(r), and incident spin, majority (+) or minority (−). For brevity, the conserved values of

ε and k‖ can be dropped, while the incidence and spin can be labeled by a single index α
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as:

(l,+) → α = 1, (l,−) → α = 2, (3.53)

(r,+) → α = 3, (r,−) → α = 4. (3.54)

Each eigen-state with given α can be expanded over the planar wave states |j,k‖, σ〉 =

â†j,k‖,σ|0〉 on subsequent j th planes as:

|α〉 = Ωα

∑

j,σ

ψj,α,σ|j,k‖, σ〉, (3.55)

where Ωα = (
∑

j,σ |ψj,α,σ|2)−1/2 is the normalization constant and ψj,α,σ are the amplitudes

for an electron with the incident spin σα (related to α) to have spin σ at jth plane. As will

be seen below, the ψ-amplitudes are functions of some dimensionless energy parameters

in each block. Within the leads, these parameters are:

xs,σ =
ε− εs,k‖,σ − eV/2

2ts
,

xd,σ =
ε− εd,k‖,σ + eV/2

2td
, (3.56)

and, for given transversal momentum k‖, the related longitudinal momenta qi,σ = arccosxi,σ/ (2ti)

should be both real. The latter condition defines a certain range Kε of admissible k‖ values

for a given energy ε from the energy band of the Hamiltonian, Eq. (3.50). Within the

gate block, the relevant parameters xg,j ≡ xj = (ε− εg,k‖ − eφj)/ (2tg), yet depend on the

layer number 1 ≤ j ≤ n.

3.7.3 Equations of motion

The ψ-amplitudes are found from simple algebraic equations of motion, setting zero

the coefficients beside each planar wave state |j,k‖, σ〉 in the SE
(
Ĥ − ε

)
|α〉 = 0 as done

previously. Grouping ψ-amplitudes into 2-spinors:

ψ̂j,α =


 ψj,α,+

ψj,α,−


 , (3.57)
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these are presented equations in a spinor form, e.g., for the semi-infinite magnetic leads:

X̂iψ̂j,α = ψ̂j−1,α + ψ̂j+1,α, (3.58)

involving the 2×2 diagonal on-site-energy matrices X̂i = 2xi,σδσσ′ (i = s, d). Taking

into account that if the S - and D-magnetizations are non-collinear each incident spin can

produce reflected and transmitted spins of both signs [Zheng et al., 1999], the solutions

to Eq. (3.58) within the leads can be written as:

ψ̂j,α =





Ŝj−1êα + Ŝ1−j r̂α, j ≤ 0,

D̂j−nt̂α, j ≥ n + 1,

(3.59)

for l -incident states (α = 1, 2), and as:

ψ̂j,α,σ =





D̂n−j êα + D̂j−nr̂α, j ≥ n + 1,

Ŝ1−j t̂α, j ≤ 0,

(3.60)

for r -incident states (α = 3, 4). Here Ŝ and D̂ are diagonal matrices with σ, σ′-components

eiqs,σδσ,σ′ and eiqd,σδσ,σ′ respectively, the σ-components of the spinors êα are δσa,σ, and

those of the spinors r̂α, and t̂α are respectively Rα,σ and Tα,σ, the reflection and transmis-

sion coefficients (yet unknown) for α-incident states. Also the normalization constants in

Eq. (3.55) are expressed through the norms |rα|2 =
∑

σ |Rα,σ|2 and |tα|2 =
∑

σ |Tα,σ|2 as:

Ωα =

√
2

1 + |tα|2 + |rα|2 .

Similarly, one has the spinor equations of motion within the finite non-magnetic G-element:

2xjψ̂j,α = ψ̂j+1,α + ψ̂j−1,α, 2 ≤ j ≤ n− 1, (3.61)

with the scalar x -factors which depend on the layer number: xj = xg − eφj/ (2tg) (1 ≤
j ≤ n). The solution to Eq. (3.61) can be expressed through the spinor values ψ̂1,α and
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ψ̂0,α at the S/G interface:

ψ̂j,α = pj−1 (x1, . . . xj−1) ψ̂1,α − pj−2 (x2, . . . xj−1) ψ̂0,α. (3.62)

Here the polynomials pj of j arguments, are defined for particular j values as p−1 =

0, p0 = 1, and

p1(x) = 2x,

p2 (x1, x2) = 4x1x2 − 1,

p3 (x1, x2, x3) = 8x1x2x3 − 2x1 − 2x3,

p4 (x1, x2, x3, x4) = 16x1x2x3x4 − 4x1x4 − 4x3x4 − 4x1x2 + 1,

. . .

Thus generally pj(x1, . . . xj) is a sum of products of factors 2xk where k runs over 1, . . . , j,

except all possible voids of even length with total length of 2l ≤ j, each product taken

with the sign (−1)l. In the limit of weak fields, V → 0 and xj → xg, these polynomials

tend to the 2 kind Chebyshev polynomials uj [Abramowitz and Stegun, 1964] of a single

argument xg: pj → uj (xg), in accordance with the former results. Similarly, if one solves

Eqs. (3.61) starting from the end of G-block, their solutions are expressed as: ψ̂j =

pn−j (xj+1 . . . xn) ψ̂n − pn−j−1 (xj+1, . . . xn−1) ψ̂n+1, through the G/D interface spinors.

Now, in order to fully solve the TB problem for the |α〉 state, it is necessary yet to

interrelate the interface spinors from the spinor equations of motion (boundary conditions)

at the S/G interface:

X̂sψ̂0,α = ψ̂−1,α +
tsg
ts

Û−1ψ̂1,α,

2x1ψ̂1,α = ψ̂2,α +
tsg
tg

Û ψ̂0,α, (3.63)

and also at the G/D interface:

X̂dψ̂n+1,α = ψ̂n+2,α +
tgd

td
ψ̂n,α,

2xnψ̂n,α = ψ̂n−1,α +
tgd

tg
ψ̂n+1,α. (3.64)
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Eventually, the ψ-spinors within the G-element can be expressed through either reflection

or transmission coefficients. Thus, for l -incidence (α = 1, 2), it can be expressed from Eqs.

(3.63) as:

ψ̂j,α = Û
(
Γ̂∗s,j êα + Γ̂s,j r̂α

)
, (3.65)

with the diagonal matrix:

Γ̂s,j =
ts
tsg

pj−1 (x1, . . . , xj−1)− tsg
tg

pj−2 (x2, . . . , xj−1) Ŝ.

Otherwise, these spinors are expressed from Eqs. (3.64) as:

ψ̂j,α = Γ̂d,j t̂α, (3.66)

with

Γ̂d,j =
td
tgd

pn−j (xj+1, . . . , xn)− tgd

tg
pn−j−1 (xj+1, . . . , xn−1) D̂.

Then matching Eqs. (3.65) and (3.66) at two specific sites, for instance, j = 1 and j = n,

yields the explicit transport coefficients (for l -incidence) as:

r̂α = −
(
1− Â

)−1 (
1− B̂

)
êα,

t̂α = − tg
tsg

Γ̂−1
d,1Û(1− Â)−1(Â− B̂)êα, (3.67)

where the matrix

Â =
tsgtgd

tstd
Û−1Γ̂d,1Û Γ̂s,n,

describes distribution of incident carriers into all the spin channels, and B̂ only differs

from Â by the change of the last factor Γ̂s,n by its complex conjugate Γ̂∗s,n.

Similarly, the transport coefficients for r-incident carriers (α = 3, 4) are obtained in

the forms identical to Eq. (3.67) but with permuted s and d indices and inverted angle

θ → −θ (this results in simple transposition of the distribution matrix: Â → ÂT).

3.7.4 Transport properties

Now the transmission and reflection coefficients permit to calculate both charge and

spin density currents, through the expectation values of the generalized density transport
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operators. These operators are defined at jth plane as

Îj,ν = Qν (2h)−1
∑

ε,k‖∈K

tj ı̂j,ν,k‖

where ν labels charge (ν = c, Qc = e) or spin (ν = x, y, Qx,y = h/2) components,

K = K(ε, V ) is the restricted summation region that ensures qs,k‖,σ and qd,k‖,σ′ to be real,

and tj is the hopping amplitude at jth plane, with:

ı̂j,ν,k‖ = −iΨ̂†
j,k‖

σ̂ν

(
Ψ̂j+1,k‖ − Ψ̂j−1,k‖

)
+ h.c., (3.68)

here the 2-spinor operators are:

Ψ̂j,k‖ =


 âj,k‖,+

âj,k‖,−


 .

The averaged values of the current operators, Eq. 3.68, are obtained as traces over a

complete set of eigenstates of the full Hamiltonian, Eq. 3.50. However, the above defined

spin-incidence eigenstates, Eq. 3.55, can not be directly used for this end since they are not

mutually orthogonal at non-collinear magnetic configuration of the junction. Therefore,

the observable values are obtained using a properly orthogonalized set of states, being

certain linear combinations of the spin-incidence states.

As shown in Appendix A those orthogonal eigenstates |ζ} can be built from the

spin-incidence states |α〉 in the form:

|ζ} =
∑
α

Oζα|α〉, (3.69)

where the transformation coefficients Oζα form a triangular matrix:

Ô =




1 0 0 0

O21 O22 0 0

O31 O32 O33 0

O41 O42 O43 O44




, (3.70)

and their expressions through the scalar products 〈α|α′〉 are given in Appendix A. Finally,
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the sought average values of currents are obtained as traces in the full orthogonal set of

eigenstates |ε,k‖, ζ} (here to remind their complete notation):

Ij,ν =
∑

ε,k‖∈K

∑

ζ

{ε,k‖, ζ|Îj,ν |ε,k||, ζ}f(ε), (3.71)

including also the Fermi thermal weights f(ε) = 1/
(
eβε + 1

)
. This is also expressed

through the matrix elements of the current operators in the spin-incidence basis (again

omitting for simplicity their j, ε,k‖ dependencies):

Ij,ν =
Qν

h

∑

ε,k‖∈K

∑

α,α′
Re (Aαα′I

ν
αα′) f(ε). (3.72)

The coefficients Aαα′ are written as:

A11 = 1 + |O21|2 + |O31|2 + |O41|2 ,

A22 = |O22|2 + |O32|2 + |O42|2 ,

A33 = |O33|2 + |O43|2 ,

A44 = |O44|2 ,

A12 = A∗21 = O∗
21O22 + O∗

31O32 + O∗
41O42,

A13 = A∗31 = O∗
31O33 + O∗

41O43,

A23 = A∗32 = O∗
32O33 + O∗

42O43,

A24 = A∗42 = O∗
42O44,

A34 = A∗43 = O∗
43O44,

A14 = A∗41 = O∗
41O44.

(3.73)

For definiteness, the plane j = n + 1, that is the next one to the G/D interface, will

be considered to calculate both spin and charge-transport. Then, the Iν
αα′ values for the

states incident from the left (α, α′) = (1, 2), are found as:

Iν
αα′ =

ΩαΩα′

2
t̂†αD̂−1σ̂ν v̂dD̂t̂α′ , (3.74)
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while for the states incident from the right (α, α′) = (3, 4), they are:

Iν
αα′ =

ΩαΩα′

2
(ê†αD̂ + r̂†αD̂−1)σ̂ν v̂d(−D̂−1êα′ + D̂r̂α′). (3.75)

Besides these, two crossed terms appear, one for α = (1, 2) andα′ = (3, 4):

Iν
αα′ =

ΩαΩα′

2
t̂†αD̂−1σ̂ν v̂d(−D̂−1êα′ + D̂r̂α′), (3.76)

and other for α = (3, 4) andα′ = (1, 2):

Iν
αα′ =

ΩαΩα′

2
(ê†αD̂ + r̂†αD̂−1)σ̂ν v̂dD̂t̂α′ . (3.77)

In Eqs.(3.74−3.77), the velocity matrix v̂d is used, given by:

v̂d =


 2 sin qd,+ 0

0 2 sin qd,−


 (3.78)

These formulas together with the Oζα values presented in Appendix A, Eqs. (A4),

are basic for practical calculation of the physical characteristics of spin- and charge-

transfer in ballistic magnetic junctions. Moreover, the parallel and perpendicular torque

components at a given jth plane are defined as: τj,‖ = Ij,y−Ij+1,y, and τj,⊥ = Ij,x−Ij+1,x,

respectively. Following Theodonis et al. [Theodonis et al., 2006], the total torque acting

on the right (free) magnetization is found by summation of the above terms:

τ‖ =
∞∑

j=n+1

τj,‖ = In+1,y,

τ⊥ =
∞∑

j=n+1

τj,⊥ = In+1,x. (3.79)

Their numerical values for certain choice of the system parameters are found from Eqs.

(3.72−3.77) as presented below.

3.7.5 Numerical Results

It is important to mention that the present calculations are restricted to zero

temperature. In addition, the similar model parameters for Fe electrodes are used (ε+ =
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1.3 eV, ε− = 3.25 eV), and the hopping parameter is chosen to be t = −0.65 eV for

all the planes. Further, the number of atomic planes in the gate is set to ng = 3, the

field independent part of the atomic level of this element is chosen to be εg/(2t) = 4, the

angle between the leads magnetizations is assigned to θ = π/2, and the voltage is fixed

to eV/(2t) = 0.5 (exception is made when the currents are calculated as a function of

one of this parameters, but the others are fixed to the ascribed values). In this case the

integration is done in both total energy and transversal momentum following a similar

procedure to that in the above sections. In fact, as was done in the previous sections, the

k‖-summation is replaced by the integration facilitated by the fact that the transmission

and reflection coefficients only depend on k‖ through the transversal energy u. Thus it

is possible to use the 2D density of states ρ(u), Eq. (3.25). The integration limits are

restricted to K(ε, V ) imposing that, at a given energy ε and voltage V , the values of qs,σ

and qd,σ′ (depending on the specific transition considered) are real.

The results of such calculation are presented in Figs. 3.17−3.19, for different

types of current (charge current Ic and spin currents In+1,x, and In+1,y) in functions

of various parameters (voltage V on junction, gate bias εg, and magnetization angle θ).

It is important to mention that these are preliminary calculations and more work is still

needed to properly establish the present results.

As seen from Fig. 3.17a, the εg dependence Ic(εg) generally displays a similar

behavior to what was previously found for the Landauer conductance, a strong increase in

the shallow band regime (SBR). As discussed above, this enhancement is due to resonant

transport and it also appears in both spin-torque components (see below). Moreover, in

Fig. 3.17b the dependence of charge current on the angle θ is presented, Ic(θ). This shows

the typical ∝ cos θ behavior. In preceding calculations an important deviation from this

behavior was found in the SBR, nevertheless, further study is still needed to confirm such

a scenario. As seen from Fig. 3.17c, the Ic(V ) curve exhibits an ohmic behavior in the low

voltage range (V . 0.25 V, followed by a non-ohmic effect at higher voltages. However

the latter behavior seems less reliable, since the present model does not include important

effects as charge and spin accumulation indicated in Sec. 3.6.

The dependencies of τ‖ on different variables are presented in Fig. 3.18. In Fig.

3.18a, an important feature is revealed besides the expected increase of this torque com-

ponent in the SBR: τ‖ oscillates as a function of εg. In literature, changes of sign of this
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Figure 3.17: Charge current, Ic, as a function of: (a) the on-site energy εg of the spacer; (b)
the angle θ; (c) the bias voltage V .

torque component have already been reported [Edwards et al., 2005], nevertheless this is

the first time that an oscillatory behavior is clearly identified. This effect could suggest an

interesting way to manipulate the spin-transfer torque by controlling its sign by means of

the gate bias, εg. Additionally, fixing εg/(2t) = 4, it is shown in Fig. 3.18b that τ‖ follows

a typical ∝ sin θ law, characteristic of magnetic tunnel junctions. Furthermore, Fig. 3.18c

shows τ‖(V ) a linear behavior in the low voltage range.

Finally, the results for τ⊥ are drawn in Fig. 3.19. As seen from Fig. 3.19a, this

torque component does not show the same SBR oscillations vs εg as those found for τ‖, but

it still passes through a relevant enhancement (similarly to Ic) without changing its sign.

Like in the τ‖ case, a τ⊥ ∝ sin θ law is found for εg/(2t) = 4, Fig. 3.19b. It is expected

from some preliminary calculations that sizeable deviations from this sinusoidal law (for

both torque components) can take place at εg approaching the SBR range, but a more
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Figure 3.18: The same dependencies as those presented for Ic, but for τ‖.

detailed analysis is needed to confirm this. If so, these effects could also give a valuable

insight on the design of new ballistic spintronics devices. At the end, in Fig. 3.19c, the

voltage dependence of τ⊥ is presented, which is close to quadratic in the low voltage,

in qualitative agreement with the recent results by Theodonis et al obtained within the

Green function formalism [Theodonis et al., 2006].

3.8 Conclusions

In this chapter a theoretical approach was developed to describe coherent spin-

dependent quantum transport in nanolayered magnetic junctions, using a single-band

tight-binding model with explicit equations of motion for the wave-function amplitudes.

Analytic solutions for the transmission and reflection coefficients were generalized for a 3D

magnetic junction structure. Simple zero temperature calculations have revealed the most
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Figure 3.19: Variation of τ⊥ with the same variables as for other transport currents.

pronounced enhancement of the magnetoresistance in the shallow band regime, defined by

low gate voltages. Another important feature for this gate voltage regime is the calculated

oscillatory behavior of MR with the number of atomic planes in the spacer, which was

already predicted by [Mathon et al., 1995] and experimentally observed by [Yuasa et al.,

2004] at low enough gate voltage barrier ϕ ∼ 0.4 eV in the Fe/MgO/Fe structure. Further,

the important effect of charge build-up on the junction interface was also considered.

Though in a simple phenomenological approach, its effect on the magnetoresistance could

be roughly estimated showing an important decrease of the major shallow band peaks,

but reinforcing a higher gate voltages range (with new MR peaks appearing).

The direct effect of an applied electrical voltage on the partially quantized energy

band structure of the system and fractional occupation of coherent electronic states at

finite temperatures was then studied. This permitted to obtain a more broad information

on the system magnetoresistance behavior in function of all relevant parameters. In
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particular, at the low voltage regime, the temperature effect on the magnetoresistance

response is found to monotonically shift the position of quantum resonance peak and

reduce its intensity. All the same, at fixed band parameters and temperature, the effect

of applied finite voltage monotonously reduces magnetoresistance being rather sensitive

to the thickness of the gate.

The treatment of the specifics of electronic distribution function at short distances

from the magnetic tunnel junction showed that already in absence of external electrical

fields, an essential local perturbation of the equilibrium Fermi distribution appears for

the antiparallel magnetic configuration of electrodes. This leads to a reduction of the

occupation of one of the spin subbands (minority for negative or majority for positive

band dispersion). This effect can locally influence (respectively, enhance or reduce) the

polarization of charge carriers and, subsequently, the magnetoresistance of the device.

At the end, the basic formalism for charge and spin-transfer current calculations

with arbitrary angle between magnetizations was developed and preliminary results were

presented. An interesting oscillatory behavior of the parallel torque component with (the

field independent part of) the atomic level of the gate was found.

As a final remark, it is concluded that the best magnetoresistance values for a

quantum magnetic junction could be reached using shallow band materials for spacer

layers, the possible candidates sought among transition metals (Cr [Greullet et al.., 2007] in

junctions of the type Fe/Cr/Fe or Zn in junctions of the type Co/Zn/Co), semiconductors

(Ge, Si), or semimetals (Sb, As). Probably, the highest experimental value of TMR

∼ 608% [Ikeda et al., 2008] in the Co20Fe60B20/MgO/Co20Fe60B20 junctions is due to

going closer to this regime.



Chapter 4

Coherent Transport in Perfect

Multilayered Magnetic Junctions

4.1 Introduction

This chapter is dedicated to complex multilayered magnetic junctions. These struc-

tures present several advantages as compared with simple junctions (considered in the

previous Chapter), namely, a better stability upon voltage and temperature. In addition,

it is also expected that a significant increase of the magnetoresistance (in perfect junctions)

can appear due to quantum resonant effects. Thus the study of complex junctions could

bring an interesting inset to potential new geometries attaining high magnetoresistive

performances.

This Chapter is organized in the following way: Sec. 4.2 deals with spin-dependent

transport in double-spacer magnetic junctions; Sec. 4.3 treats the spin-dependent trans-

port in triple-spacer magnetic junctions; Sec. 4.4 describes a matrix method to model

multilayered structures, with arbitrary number and width of layers; finally, technological

perspectives are outlined and comments are made in Sec. 4.5.

4.2 Double-Spacer Magnetic Junctions

To the present, various spin-resonant devices of F/I/N/F type were studied with

different choices of the ferromagnetic leads (F): Co, CoFe, NiFe, etc.; thin insulating

barrier (I): Al2O3, MgO, etc.; and non-magnetic metal spacer (N): Cu, Ru, Au, etc.

78
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First attempts to reach enhanced tunnel magnetoresistance (TMR) using spin-

resonant devices were done by Sun and Freitas, on the basis of CoFe/Al2O3/Cu/CoFe

junctions [Sun and Freitas, 1999]. However, their results revealed that TMR exponentially

decayed with Cu thickness. Later on, Moodera et al. found evidence for quantum

well states (QWS), in the Co/Au/Al2O3/NiFe structures [Moodera et al., 1999] though

at rather low TMR levels; also negative TMR was found above a certain critical Au

thickness. Otherwise, LeClair et al., observed TMR oscillations with Ru thickness in

Co/Ru/Al2O3/Co structure [LeClair et al., 2000], but doubted that QWS may survive

under the effect of broad diffuse interface as stated elsewhere [LeClair et al., 2001].

However, Yuasa et al. found large TMR oscillations in Co/Cu/Al-O/NiFe junctions [Yuasa

et al., 2002] explaining them in terms of minority-spin QWS formed in the Cu spacer.

This finding corroborated the previous theoretical works, beginning from Vedyayev et

al. suggestion on TMR resonant enhancement and oscillation upon variation of the non-

magnetic metal (N) thickness, attributed to QWS within this element [Vedyaev et al.,

1997]. Enhanced TMR by QWS was predicted by Zhang and Levy [Zhang and Levy,

1998] in the scope of Slonczewski model [Slonczewski, 1989], indicating also a TMR decay

with N width due to the coherence loss by the interface roughness. Further, Mathon and

Umerski demonstrated that the coherence loss in presence of QWS does not necessarily

destroy TMR [Mathon and Umerski, 1999]. Indeed, taking into account barrier roughness

and electron scattering, Vedyayev reproduced successfully [Vedyaev et al., 2000] the results

of Sun and Freitas. Recently, the data presented by Yuasa et al. were well explained within

the general Kubo formalism [Itoh et al., 2003] and the ballistic analytic approach [Yang

et al., 2005].

Following the treatment of the preceding Chapter, in this Section a correct account

of the energy spectra (composed of a finite number of subbands) in I and N elements is

undertaken, Fig. 4.1. The discrete spectrum structure that follows from the finite number

of atomic planes in the spacer elements (Chap. 3) is different from the infinite QWS

due to the common size-confinement mechanism in the continuous approach and leads to

different transport effects.
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Figure 4.2: Sketch of the double-spacer junction with epitaxially defined atomic planes in
its elements. The solid arrows show polarization of FM leads, the dashed arrow indicates tunnel
current.

4.2.1 Model

Like in Chap. 3, a single-band TB model is used here to describe the quantum

collective states in the composite nanostructure shown in Fig. 4.2 where two semi-infinite

F lead blocks (denominated source, S, and drain, D) are separated by two spacer blocks

(insulating barrier B, and normal metal gate G), each i-th block being a coherent stack

of mi atomic planes (for i = s, b, g, d) with simple cubic lattice structure and unit lattice
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constant. The fundamental point in the derivation is a proper account of the boundary

conditions on (S/B), (B/G), and (G/D) interfaces. The respective Hamiltonian Ĥ =
∑

i,i′
∑

k‖,σ ĥi,k‖,σ + ĥi,i′,k‖,σ, includes the block terms ĥi,k‖,σ (where i runs from S to D)

and the interface terms ĥi,i′,k‖,σ, given by:

ĥi,k‖,σ =
∑li+1−1

l=li
εi,k‖,σâ†l,k‖,σâl,k‖,σ + ti

∑li+1−2
l=li

(
â†l+1,k‖,σ

âl,k‖,σ + h.c.
)

,

ĥi,i+1,k‖,σ = ti,i+1

(
â†li−1,k‖,σ

âli,k‖,σ + h.c.
)

. (4.1)

Here ti and ti,i+1 are the hopping amplitudes for ith block and (i, i+1)th interface and the

planar wave operators âl,k‖,σ = N−1/2
∑

n âl,n,σ exp(ik‖ ·n) are the 2D Fourier transforms

of local operators âl,n,σ for spin σ = ± on n site in lth atomic plane of ith block. The

summation limits involve li, the first atomic plane of the ith element (setting ls = −∞, lb =

1). The TB electronic spectrum in each ith block (all with the same square lattice and

unity lattice parameter), ε = εi,k‖,σ + 2ti cos qi displays the in-plane dispersion εi,k‖,σ =

εi + 2ti (cos kx + cos ky) − σ∆i, with the on-site atomic energy εi, the transversal wave

vector k‖ = (kx, ky), the Stoner splitting ∆i (zero for non-magnetic elements, and non-

zero (equal) for all F blocks), and the longitudinal wave number qi, real in the leads.

The collective wave function, for given energy ε, transversal momentum k‖, and

spin σ, is written as: |ψk‖〉 =
∑

i,σ

∑li+1−1
l=li

cl,k‖,σ|l,k‖, σ〉, where the amplitudes cl,k‖,σ of

planar wave states |l,k‖, σ〉 = â†l,k‖,σ|0〉, obey the TB equations of motion (Chap. 3):

2xi,k‖,σcl,k‖,σ = cl+1,k‖,σ + cl−1,k‖,σ, (4.2)

within the ith block, li + 2 ≤ l ≤ li+1 − 2, with the dimensionless variable xi,k‖,σ =

(ε − εi,k‖,σ)/(2ti). Their solutions in the finite elements (B, G) are readily expressed

through the 2 kind Chebyshev polynomials ul(x) [Abramowitz and Stegun, 1964]: cl,k‖,σ =

cli,k‖,σul−li(xi) starting from the initial value cli,k‖,σ, or cl,k‖,σ = cli+mi,k‖,σuli+mi−l(xi)

down to the final value cli+mi,k‖,σ, for all li + 1 ≤ l ≤ li+1 − 1. Here the initial

(final) amplitude cli,k‖,σ (cli+mi,k‖,σ) is related to the final (initial) amplitude c′li−1,k‖,σ′
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(c′li+1,k‖,σ′
) in the (i− 1)th [(i + 1)th] block, through the interface equations of motion:

2xi,k‖,σck‖,li′−1,σ = ck‖,li′−2,σ +
ti,i′

ti
c′k‖,li′ ,σ′ ,

2xi′,k‖,σc′k‖,li′ ,σ′ = c′k‖,li′+1,σ′ +
ti,i′

t′i
ck‖,li′−1,σ. (4.3)

The sequence of the block and interface equations gets completed by the asymptotic

solutions for in- and out-amplitudes in the semi-infinite leads:





sl,k‖,σ = eiqs,k‖,σ(l−lb−1) + Re−iqs,k‖,σ(l−lb−1)
,

dl,k‖,σ = T eiqd,k‖,σ(l−ld)
,

(4.4)

these include the S incident and reflected waves with the longitudinal momentum qs,k‖,σ =

arccosxs,k‖,σ and the D transmitted wave with respective qd,k‖,σ′ (where σ′ = σ in P , and

σ′ = −σ in AP one). The spin-dependent reflection and transmission amplitudes R and

T are the most important objects in the calculations and after some algebra, the ith-

amplitudes can be eliminated resulting in analytical solutions for R and T as functions

of the variables xi,k‖,σ for all i = s, . . . , d. In this way, the transmission amplitude is

presented as Tσ,σ′ = −2i(tstbtg)(tsbtbgtbd)−1 sin qs,k,σ/Dk‖,σ,σ′ with the denominator:

Dk‖,σ,σ′ = (ub
mb
− γs,σub

mb−1)(u
g
mg
− γd,σ′u

g
mg−1)−

−γgb(ub
mb−1 − γs,σub

mb−2)(u
g
mg−1 − γd,σ′u

g
mg−2). (4.5)

Here the fundamental interface parameters are: γs,σ = t2sb(tstb)
−1 exp(iqs,k‖,σ), γd,σ′ =

t2gd(tgtd)
−1 exp(iqd,k‖,σ′) and γgb = t2bg(tbtg)

−1; the polynomials ui
mi
≡ umi(xi,k‖,σ). These

amplitudes, calculated at the Fermi energy ε = εF (zero temperature and voltage), define

the LB conductance [Landauer, 1957] and [Büttiker, 1988]:

Gσσ′ =
e2

h

∑

k‖∈K,σ

|Tσσ′(εF,k‖)|2 ≡
e2

h

∫ bσ,σ′

aσ,σ′
duρ(u)|Tσ,σ′ (εF, u) |2. (4.6)

with precisely the same limits as those used in Chap. 3:

bσ,σ′ = min
{
2, min

[
xs,σ (εF) , xd,σ′ (εF)

]
+ 1

}
,

aσ,σ′ = max
{−2, max

[
xs,σ (εF) , xd,σ′ (εF)

]− 1
}

.
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Obviously, this integration is sensitive to the magnetic configuration and the final MR is

found as:

MR =
GP −GAP

GAP + G0
, (4.7)

where the additional term G0 models the spin-independent conduction channel, like s-

and p-bands in transition metals, acting in parallel with the explicit contribution in Eq.

(4.7) by the d-band. Though small (in e2/h units), this value can essentially reduce the

peak TMR values (at exponentially vanishing GAP ) and thus effectively accounts for the

multiband effects in magneto-transport.

4.2.2 Results and Discussion

In numerical calculations, the band parameters exposed in Chap. 2 are applied to

resemble the real case of Fe d-band leads separated by an epitaxial double-spacer, formed

by a moderate barrier εI = 4 eV, and a non-magnetic element with variable on-site energy,

εN .

Further on, for the structures having I elements the spin-independent conductance

in Eq. (4.6) is modeled (here and thereafter) as:

G0 = e2h−1[10−7 + 10−2 exp(−2mI)],

where the two terms in the brackets model respectively the mI -independent band contri-

butions and mI -dependent ones with typical localization length in the insulator barrier

of the order of lI ∼ 0.5. Otherwise, for structures without I elements, G0 = 0.1e2h−1

similarly to the simple junction case.

The results are shown in Figs. 4.3 as functions of the relevant parameters: εN ,

number mN of atomic planes, and the barrier thickness, mI .

The MR dependencies on εN , reveal an important enhancement in the shallow band

regime, with a similar behavior of Chap. 3. The found MR values reach ∼ 5000% for

εN ∼ 0.9 eV, attributed to one of the mN quantized subbands in the gate spectrum. This

effect is even more pronounced in more complex structures. Notably, MR surpasses the

∼ 100% TMR value of the common FIF junctions and is much greater than the ∼ 10%

value in the experimental FINF junctions [Yuasa et al., 2002]. On the other hand, an

easier system control at some fixed εN level can be sought by varying G width, mN . The
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Figure 4.3: [(a),(c)] The TMR dependencies on εN (at different widths mI and mN ) show
resonance enhancement, reaching ∼ 3000%; (b) TMR vs mI for various important εN values,
different conduction regimes are explored; (d) TMR vs mN for the same εN values;

results in Fig.4.3d reveal oscillatory TMR with mN . Actually, similar oscillations are well

known, both theoretically, [Itoh et al., 2003 and Yang et al., 2005], and experimentally

[Yuasa et al., 2002]. However, the main difference in the epitaxial junctions considered in

this work is the high amplitude of oscillations.

In the present model, the TMR oscillations arise from oscillations of both parallel

(GP ) and anti-parallel (GAP ) conductance upon εN and mN variation. The oscillation

periods do not depend much on the specific magnetic state since they result from the

aforementioned discrete subband energy structure, instead of the usual QWS formation

in rectangular continuous barriers [Vedyaev et al., 1997 and Mathon and Umerski, 1999].

In fact, the TMR oscillations as a function of mN are very important, and a similar

behaviour was already reported [Jonkers, 2002], as a result of general quantum-mechanical

mechanism in different junctions. Indeed, according to Jonkers [Jonkers, 2002], this TMR

behaviour is due to the wave function oscillations inside the N layer. Obviously, changing

N width causes oscillations of wave amplitudes at the interfaces with neighbour elements,
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resulting in oscillations of the transmission amplitude. This mechanism affects both spin

channels and is obviously more noticeable if the atomic energies in the nearby elements

are higher than in the N element. This mechanism not only agrees well with the results

for the given junction, but also with those to be considered below. In the present theory,

the discrete subband nature of the electronic spectrum dependent on the mN width can

reinforce this mechanism.

At varying energy εN , the gate spectrum is rigidly shifted and some subbands can

cross the Fermi level. This will enhance the conductance when the Fermi level gets aligned

with a (maximum DOS of) subband, but suppress it when out of such alignment. After the

entire spectrum (of a finite number of the subbands) is passed in this way, the oscillations

will disappear. Otherwise, the TMR oscillations vs the gate width mI , result from the

variation of the subband structure. When a new atomic plane is added to G, a new

subband is formed, varying the distribution of subbands at the same maximum 1D band

width, 4|t|, Chap. 3. Thus, for some mN values, the Fermi level is approached by a

(maximum DOS of) subband closer than for others, causing oscillating conductance.

Finally, MR exponentially decreases with mI thickness favoring ultra-thin junction

mI ∼ 2 − 4, where the effects of pinholes are attenuated by the presence of a second N

spacer.

4.3 Triple-Spacer Magnetic Junctions

Nowadays various fields of applications are devoting plenty of work to the study of

resonant transport effects in triple-spacer junctions (principally, double tunnel junctions).

For example, resonant tunnel diodes (RTD) with negative differential resistance (NDR) I-

V characteristics are being used as simple amplifiers, but also applied to advanced chaotic

optoelectronics communications [Romeira et al., 2008].

In spintronics, resonant effects in single magnetic tunnel junctions (MTJ) with

coherent spin-dependent transport boosted the tunnel-magnetoresistance (TMR) values

to ∼ 608% [Ikeda et al., 2008]. So, in order to further enhance resonance behaviors,

hybrid triple-spacer magnetic junctions are considered to be good candidates. Addition-

ally, double-magnetic tunnel junctions (DMTJ) of FIFIF type, one class of triple-spacer

junctions, are also being considered for spin-torque transfer applications [Theodonis et al.,
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2007] and reveal several potential resonance features. For these reasons these structures are

a very important issue to be explored. The earliest work concerning DMTJ was performed

by Zhang et al. establishing, at that time, the highest TMR value of ∼ 90% [Zhang et al.,

1997]. Further, oscillations of tunnel conductance with the applied bias were predicted in

these structures. This study was followed by Sheng et al., who used the Landauer-Büttiker

scattering approach to show that TMR can be enhanced in DMTJ, as compared to the

single-barrier ones [Sheng et al., 1999]. Later on, Jonkers explored a variety of hybrid

structures with different elements, and a special focus was put on the NFNINFN (F≡Co)

structure, because of its high TMR ratio [Jonkers, 2002]. In sequel, Mathon and Umerski

predicted a TMR up to ∼ 1000%, studying a conceptually similar Fe/Au/MgO/Au/Fe

triple-spacer junction in the Green’s function formalism [Mathon and Umerski, 2005].

Even though the film preparation techniques have been significantly improved in the last

decade, no such high TMR values were yet found experimentally. However, some resonant

features were checked, as conductance bias oscillations [Nozaki et al., 2006], but with

small TMR ratios at room-temperature ∼ 136% attributed to a thin Fe middle layer and

formation of Fe-islands within it.

Therefore, this Section is dedicated to the study of FNINF and FNFNF structures

exploring new coherent systems with special adjustment of either the geometric and

electronic structure of the interlayers.

4.3.1 Model

Figure 4.4: Sketch of two types of double magnetic junctions: (a) FNINF and (b) FNFNF. Solid
arrows are for polarizations of magnetic elements and dashed arrows for propagation of current.

To this end, the previous single-band TB model is used to calculate the spin-
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dependent transmission coefficient. The triple-spacer junction is composed, as in former

junctions, by two semi-infinite leads, a source (S), and a drain (D), separated, in this

case, by three finite elements: the first gate G1; followed by the middle element (A), that

can be an insulating barrier I (in the FNINF structure) or another ferromagnetic metal

F (in a FNFNF junction); and the second gate G2, each i-th element (below referred

to as block) being a coherent stack of mi atomic planes (Fig. 4.4). For simplicity, the

calculations are restricted to symmetrical junctions (G1 = G2); though the generalization

to non-symmetrical barriers is straightforward and will be presented in the next Section.

The crucial point is to describe properly the four interfaces: (S/G1), (G1/A),

(A/G2), and (G2/D). The complete Hamiltonian is similar to the above one and all the

interface and equations of motion are similar with the exception for an extra interface

(A/G2). The calculation of the transmission amplitude is feasible and results simply in:

Tσ,σ′ = −2i(tst2gta)(tsgt
2
gatgd)−1 sin qs,k‖,σ/Dk‖,σ,σ′ with the resonant denominator:

Dk‖,σ,σ′ = ua
ma

(
ug

mgδ
mg

σ,σ′ + γs,σγd,σ′
)
− ua

ma−1γag

(
2ug

mg−1δ
mg

σ,σ′ + γs,σ + γd,σ′
)

+

+ua
ma−2γ

2
ag

(
2ug

mg−2δ
mg

σ,σ′ + 1
)

. (4.8)

In this case, the interface parameters are: γs,σ = t2sg(tstg)
−1 exp(iqs,k‖,σ), γd,σ′ = t2gd(tgtd)

−1

exp(iqd,k‖,σ′) and γag = t2ga(tgta)
−1; once again, the polynomials ui

mi
≡ umi(xi,k‖,σ), and

δ
mg

σ,σ′ = ug
mg −

(
γs,σ + γd,σ′

)
ug

mg−1 + γs,σγd,σ′u
g
mg−2. It is the denominator, Eq. (4.8), that

allows for the possibility of resonances in the electronic transport with a great enhancement

or suppression of MR ratio. The transmission amplitude, calculated at the Fermi energy

ε = εF (for zero temperature and voltage) defines the LB conductance with equal limits

to the ones employed in the Sec. 4.2. In the present junctions, only two configurations are

considered: P or AP , these are evident for FNINF, but for FNFNF is it necessary to define

them. The experimental data for this type of junction, for example [Feng et al., 2006],

show that the maximum MR is achieved for AP configuration with the middle F layer

magnetization antiparallel to both F leads, and the P configuration with all magnetizations

parallel. Those will be used in what follows.
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4.3.2 Results and Discussion

The numerical results for MR are presented in Figs. 4.5 and 4.6, for FNINF and

FNFNF structures, respectively. In addition, the same spin-independent conductance is

employed for the FNINF junction and G0 = 0.1e2h−1 for FNFNF.
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Figure 4.5: [(a),(c)] The TMR dependencies on εN (at different widths mI , mN ) show resonance
enhancement, exceeding ∼ 6000%; (b) TMR vs mI for specific resonant εN values (at mN = 4);
(d) TMR vs mN for the same εN values.

FNINF Junction MR is calculated as a function of the on-site atomic energy εN and

number of atomic planes mN in the N-spacers, and the atomic planes mI in the I-barrier.

This junction presents rather interesting resonant peaks in the MR dependence with εN

reaching in some cases values ∼ 8000%. Fascinatingly, the number of sizeable MR peaks

is related to the number of N-spacer atomic planes (mN ), as can be clearly seen in Figs.

4.5[(a),(c)]. The reason is the above mentioned discrete subband electronic spectrum

in N, with the number of such subbands equal to mN . As they cross the Fermi level

huge GP conductance peaks appear, caused by the fully symmetrical resonator structure

formed in the junction. Otherwise, in the AP configuration, the broken symmetry in
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Figure 4.6: [(a),(c)] The TMR dependencies on εN (at different widths mI , mN ) show resonance
enhancement, almost reaching ∼ 3000%; (b) TMR vs mN for various important εN values, different
conduction regimes are explored; (d) TMR vs mF for the same εN values.

the leads prevents such sharp transmission resonances. These transport effects, obviously,

lead to very pronounced MR peaks. Furthermore, the resonant conditions only appear

for specific values of both mN and εN , Fig. 4.5d, where MR shows a significant increase

(when mN = 4) for εN values specifically chosen to form the resonant MR peaks.

FNFNF Junction MR dependence is evaluated as a function of the on-site atomic

energy εN and of the number mN of atomic planes in the N-spacers, and mF of the atomic

planes in the middle F element. This junction does not present the preceding sharp peaks,

even so, the MR as a function of the on-site atomic energy εN reaches ∼ 3000% (for the

indicated choices of G0 term) at εN ∼ 0.9 eV, and has a very similar behavior to the

case of simple FNF junctions. Fascinatingly, MR shows (weak) oscillations in the mF

dependence, besides the above discussed oscillations with mN .

In fact, the TMR oscillations in the mF dependence are very important, and a

similar behavior was already reported by Jonkers [Jonkers, 2002] as a result of a general

quantum mechanism appearing in different junctions. Indeed, for Jonkers this behavior
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of TMR is due to wave function oscillations inside the F layer. Obviously changing F

width causes wave amplitude oscillations at the interfaces with the neighbor elements,

this results in oscillations of the transmission amplitude. This mechanism affects both

spin channels, and is obviously more noticeable if the atomic energy levels in the nearby

elements are higher than those in the F element. Eventually, for sufficiently low atomic

energies in those elements the oscillations disappear. This mechanism agrees well not only

with the results for the given junction, but also with the ones that will be presented below.

In the present theory, the discrete subband nature of the electronic spectrum dependent

on mF width can reinforce this mechanism.

4.4 Matrix Description of Multilayered Junctions

Multilayered junctions studied in the literature are often composed of periodic stacks

of successive magnetic/non-magnetic bilayers, for example [Co/Cu]n and [Fe/Cr]n super-

lattices. The periodicity of these junctions strongly simplifies their theoretical description

and makes it possible to account for additional factors, such as impurity scattering [Bauer,

1992], interface roughness [Asano et al., 1993] and multiband electronic structures, [Shep et

al., 1995] and [Mathon, 1997]. More recently, non-periodic structures are being studied,

for instance, Jonkers studied different types of 1D and 2D hybrid structures [Jonkers,

2002].

Even though actual theoretical analyses are well elaborated and, in principle, quite

general, they do not explicitly apply for complex multilayered structures. Thus, the

purpose of this section is to generalize the previous treatments using a simple theoretical

formalism, developed in order to treat all possible numbers and types of layers in a mul-

tilayered system. The formalism also enables an easy manipulation of various parameters

of the system, namely number of elements in a junction, layer thickness, atomic energy

values, interface effects, etc., to reach magnetoresistive structures with MR responses well

above ∼ 500% as required for non-volatile logic-device applications.

Accordingly single-band TB matrix method is developed to calculate in a simple way

the transmission and reflection coefficients for any multilayered system. Within the scope

of ballistic LB conductance [Landauer, 1957] and [Büttiker, 1988], these readily define the

spin-dependent transport and MR for real three-dimensional (3D) structures. In a way
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this treatment is similar to previous works considering one-dimensional (1D) waveguide

spin modulation where many parameters of the system were allowed to vary [Wang et al.,

2002]. But, the present 3D calculations, although more demanding than the simple 1D

studies, have the advantage of considering multiple transversal modes and for that reason

the results should be more realistic. In fact, common spintronic devices are normally 3D

[Yuasa et al., 2004], so it is relevant to understand whether the spin-dependent resonant

modulation of the electronic transmission prevails for such dimensionality in order to find

the best devices.

Below, explicit analytical formulae for single-, double and triple-spaced junctions

are derived and compared with the ones derived before. Finally, numerical calculations

for promising (non-periodic) complex magnetic junctions are presented. They admit

variation of the junction parameters, such as the on-site energy of N-elements, in order

to pass from metallic to insulating spacer regime, and also of the width of different

elements to optimize MR. Taking advantage of modern epitaxial deposition techniques

[Yuasa and Djayaprawira, 2007], these complex junctions could be important candidates

to accommodate real memory devices.

It is important to mention that the restriction to singleband processes is a great

simplification, compared with real multiband processes. However, trying to get a more

general description of arbitrary junctions by including multiband effects, it might even

obscure understanding of the system physics. For that reason, the simplicity of the present

treatment is justified by its generality in describing any multilayered junction. For this rea-

son, the results should be seen rather as an indication of potentially interesting spintronic

structures than as accurate estimations of the MR values. Once a promising structure is

found, a more cautious and advanced study could then be made with the use of common

techniques, such as the density functional theory (DFT) or first principles calculations, in

order to evaluate more rigorously the MR values. In fact, such advanced studies were not

yet done for complex multilayered structures, due to its intrinsic complications.

4.4.1 Method

To start with, the multilayered system is modeled by a coupled stack of atomically

perfect lattice elements, including two semi-infinite leads (the in-lead, labeled by i = 0,

and out-lead, i = n+1) and n finite slabs, i = 1, ..., n, each consisting of mi atomic planes,
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0 1 ...

I

2 n n + 1

Figure 4.7: Multiple-component system 0, ..., n+1, the stripped view shows the atomically coherent
internal structure of the layers and of the interfaces between them.

Fig. 4.7. Likewise the former treatments, the corresponding TB Hamiltonian is:

Ĥ =
∑
n,σ

(
n+1∑

i=0

ĥi,n,σ +
n+1∑

i=1

ĥi−1,i;n,σ

)
, (4.9)

where ith element contributes with a sum of terms, ĥi,n,σ = ĥ
(0)
i,n,σ + ĥ

(⊥)
i,n,σ + ĥ

(‖)
i,n,σ, related

to the on-site energy, the transversal and longitudinal nearest-neighbor hopping, and the

interface between i− 1 and i elements contributes with the interface hopping as follows:

ĥ
(0)
i,n,σ =

∑li+1−1
l=li

εi,σâ†l,n,σâl,n,σ,

ĥ
(‖)
i,n,σ = ti

∑
δ

(
â†l,n,σâl,n+δ,σ + h.c.

)
,

ĥ
(⊥)
i,n,σ = ti

∑li+1−2
l=li

(
â†l,n,σal+1,n,σ + h.c.

)
,

ĥi−1,i;n,σ = ti−1,i

(
â†li−1,n,σâli,n,σ + h.c.

)
.

Here âl,n,σ is a Fermi operator for electron with spin σ on the 2D lattice site n in lth atomic

plane, and δ are the in-plane nearest neighbor vectors. The parameter εi,σ = εi + σ∆i

includes the (paramagnetic) on-site atomic energy εi and the Stoner splitting ∆i (only

non-zero if ith element is of F-type), and ti and ti−1,i are the hopping amplitudes within

ith element and at the (i − 1)/i interface respectively. The summation limits involve

li, the index of first atomic plane of ith element (setting l0 = −∞, l1 = 1, ln+2 = ∞).

Then the in-plane symmetry of the problem suggests use of planar wave operators, and

the related energies εi,k‖,σ = εi + ti
∑

δ exp(ik‖ · δ). An important issue is to properly

characterize the spin states of conduction electrons when passing through elements with

different polarizations pi (being ±1 or 0). To this end, it is supposed that the absolute
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(conserved) spin index s =↑, ↓ (up, down) are referred to the leftmost F-element (with

polarization 1), but seen as relative ones σ = ± (majority, minority) in other F-elements.

Namely: s =↑ relates in ith F-element to σi = sign(pi), and s =↓ to σi = −sign(pi). Of

course, spin indices are irrelevant in the non-polarized elements (pi = 0).

The coherent electronic wave, eigenvector of the Hamiltonian, Eq. (4.9), with energy

ε, conserved transversal momentum, and absolute spin s, is built from the planar wave

states |l,k‖, σ〉 = a†l,k‖,σ|0〉:

|Ψk‖,s〉 =
n+1∑

i=0

li+1−1∑

l=li

cl,k‖,σi |l,k‖, σi〉, (4.10)

the values of σi being related to the particular magnetic configuration of the system. The

c-amplitudes in the leads are suitably chosen as superpositions of incident, reflected and

transmitted waves:

cl,k‖,s =





eiq0,k‖,sl + Re−iq0,k‖,sl at −∞ < l ≤ 0,

T eiqn+1,k‖,σ(l−ln+1) at ln+1 ≤ l < ∞,

where the lattice parameter is set to unit. The transmission and reflection amplitudes

T and R generally depend on the transversal momentum k‖ at given energy (fixed to

ε = εF at zero temperature), through the energy arguments xi,k‖,σi = (ε − εi,k‖,σi)/(2ti)

for all i. The longitudinal momentum, qi,k‖,σi = arccosxi,k‖,σi must be real in both leads,

i = 0, n + 1 (but not in the intermediate slabs, i = 1, . . . , n), and this defines a range K

of k‖ values in the 2D Brillouin zone that implies the aforemention integration limits in

the (zero temperature) LB conductance:

G =
e2

h

∫ bσ,σ′

aσ,σ′
duρ(u)|T (k‖)|2, (4.11)

with bσ,σ′ = min
{
2, min

[
x0,σ, xn+1,σ′

]
+ 1

}
and aσ,σ′ = max

{−2, max
[
x0,σ, xn+1,σ′

]− 1
}
.

The dependence of |T (k‖)|2 on the input data k‖ and s in fact requires the knowledge

of all intermediate amplitudes. Commonly, this problem is solved in the continuum

approximation, as a set of differential boundary conditions on all interfaces [Slonczewski,

1989], giving rise to an infinite number of quantum-well states by the size confinement in

each slab. In the present method, the electronic spectrum is rather different, consisting of
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mi subbands due to mi atomic planes in the ith slab (Chap. 3). Evidently, this should

result in new transport properties.

In what follows, abbreviated notations: xi and qi for the energy parameters, and cl

and |l〉 for the planar wave amplitudes and states respectively (assuming k‖ and σi always

well defined) are applied.

The important step of the method is the passage from planar wave amplitudes to

planar wave spinors: Ψl = (cl, cl+1)
T, defined separately for each ith element in the range

of li ≤ l ≤ li+1 − 2. These spinor forms for the in- and out-leads are

Ψl =





eiq0(l−1)ϕq0 + Re−iq0(l−1)ϕ−q0 , l ≤ 0

T eiqn+1(l−ln+1)+1ϕqn+1 , ln+1 ≤ l,
(4.12)

involving the phase spinor: ϕq =
(
1, eiq

)T. Using the TB dynamics, simple algebraic

relations between the planar wave spinors are readily obtained from the Hamiltonian, Eq.

(4.9). First, the equations of motion for planar wave amplitudes cl within ith slab follow

from the coefficients at |l〉 in the SE (restricted to this slab),
(
ĥi,k‖,σ − ε

)
|Ψ〉 = 0:

2xicl = cl−1 + cl+1 for li + 2 ≤ l ≤ li+1 − 2,

and are equivalent to the recursion relation for 2nd kind Chebyshev polynomials ul(x)

[Abramowitz and Stegun, 1964]. This enables us to express these amplitudes as cl =

fiul+1−li(xi), with the factor fi to be defined from the interface conditions. In terms of

spinors, the above equations of motion are presented as:

Ψl = ÛiΨl−1, li + 2 ≤ l ≤ li+1 − 2, (4.13)

with the 2×2 transfer matrix Ûi = (1− σz) xi+iσy, including the Pauli matrices σi. Notice

that ϕ(±qi) are eigenspinors of Ûi with the eigenvalues exp (±iqi), which automatically

assures Eq. (4.13) for the in- and out-spinors, Eq. (4.12). Also, Eq. (4.13) can be

presented in terms of ul,i ≡ ul(xi) (with u−1,i = 0, u0,i = 1, u1,i = 2xi , etc), then the

recursion for the Chebyshev polynomials results in the product formula
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Û m
i = um,i (1− σz) /2− um−2,i (1 + σz) /2 + iσyum−1,i =


 −um−2,i um−1,i

−um−1,i um,i


 ,

for any integer m ≥ 1, that simplifies the relation between the two terminal spinors within

ith slab: Ψli+1−2 = Ûmi−2
i Ψli . Next, the linkage between the (i−1)/i interface amplitudes,

cli−1 and cli , is given by the interface equations of motion derived again from the interface

SE,
(
ĥi−1,k‖,σ + ĥi−1,i;k‖,σ + ĥi,k‖,σ − ε

)
|Ψ〉 = 0, restricted to li − 2 ≤ l ≤ li + 1. This

results in:

2xi−1cli−1 = cli−2 +
ti−1,i

ti−1
cli ,

2xicli =
ti−1,i

ti
cli−1 + cli+1. (4.14)

In the spinor notation, Eq. (4.14) can be presented as: Ψli = ÎiΨli−2, relating the interface

spinors through the important interface matrix:

Îi =
ti−1

ti−1,i


 −1 2xi−1

−2xi 4xixi−1 − ηi


 , (4.15)

with ηi = t2i−1,i (ti−1ti)
−1. Now, combining Eqs. (4.13) and (4.14), the in- and out-spinors

are related by:

Ψln+1 = ÂnΨ−1, (4.16)

with the total transfer matrix Ân = În+1
∏1

i=n Ûmi−2
i Îi (notice the reversed order of the

matrix product). Inserting here Eq. (4.12), a matrix equation is obtained for the in- and

out-amplitudes:

Tϕqn+1 = Ân

(
e−iq0ϕq0 + Reiq0ϕ−q0

)
, (4.17)

explicitly given by:

T


 1

eiqn+1


 =


 A11

n A12
n

A21
n A22

n








 e−iq0

1


 + R


 eiq0

1





 ,
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and resulting in the transmission amplitude:

T =
2i sin q0 det(Ân)

eiqn+1 (A11
n eiq0 + A12

n )− (A21
n eiq0 + A22

n )
.

Using the general relation:

det(Ĉ1Ĉ2 · · · Ĉn) = det(Ĉ1) · · ·det(Ĉn),

and the results:

det(Îi) = ti−1,i/ti and det(Ûmi−2
i ) = −umi−4umi−2 + umi−3umi−3 = 1,

the transmission coefficient is readily given by: T = −2i sin q0/Dn with the denominator,

Dn =
tn+1

t0
ϕ†qn+1

Ânϕ−q0 , (4.18)

here ϕ†q =
(−eiq, 1

)
is the co-spinor orthogonal to ϕq. Hence the transport problem

for any composite system is reduced to calculation of the scalar product ϕ†qn+1Ânϕ′q0
.

Generally, it is a complex-valued function of the problem parameters εi, mi, σi and can

give rise to diverse resonance effects in LB formula, Eq. (4.13), with respect to all these

parameters. The conductance through the multilayers, Gs,{p}, depends on particular

magnetic state {p} = (p0, . . . , pn+1) of the system, and magnetoconductance is written as

the ratio between the maximum conductance with all F polarizations parallel, P, and the

minimum conductance, usually (but not necessarily) resulting from antiparallel alignment

of successive F polarizations, AP:

MR =

∑
s Gs,{P} + G0∑

s Gs,{AP} + G0
− 1. (4.19)

Here G0 is a certain phenomenological spin-independent (multiband) contribution to

conductance, present at each magnetic configuration, as discussed before. The definition

of magnetic configurations can be exemplified for the FNIFINF junction (studied below):

it has {p} = (1, 0, 0, 1, 0, 0, 1) as a P configuration and {p} = (1, 0, 0,−1, 0, 0, 1) as an AP

configuration.
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4.4.2 Analytical Results

To illustrate the general result of Eq. (4.18), lets begin from a generalized MTJ

with n non-magnetic slabs between two F-leads. Concretizing it for n = 1, 2, 3, one can

obtain useful analytic formulae for spin-dependent transmission in the single-, double-, and

triple-spacer junctions. Basically, they only differ in the denominator Dn, accordingly to

the growing complexity of the matrix Ân.

Single spacer: In this case, the denominator, Eq. (4.18), is reduced to a binomial:

D1 = d1

(
B1

m1
− γ2B

1
m1−1

)
, (4.20)

where the pre-factor d1 = t1t2(t01t12)−1, Bj
m = um−γjum−1, and the interface factors are

γ1 = η1 exp(iq0), γ2 = η2 exp(iq2) with ηj explained before.

Double spacer: The respective denominator contains a more complex binomial:

D2 = d2

(
B3

m2
B1

m1
− η2B

3
m2−1B

1
m1−1

)
, (4.21)

with d2 = t1t2t3(t01t12t23)−1 and γ3 = η3 exp(iq3).

Triple spacer: Yet more complicated structure of the denominator is:

D3 = d3

(
B1,2

m1,m2
B4

m3
− η3B

1,2
m1−1,m2−1B

4
m3−1

)
, (4.22)

with d3 = t1t2t3t4(t01t12t23t34)−1, Bj,j′
m,m′ = um′Bj

m − ηj′um′−1B
j
m−1, and γ4 = η4 exp(iq4).

These formulae are similar to the ones found for single-, double-, and triple-spacer

junctions with use of simple boundary conditions. The accordance between the results of

the two approaches validates the numerical studies on more evolved multilayers performed

in the next Subsection.
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4.4.3 Numerical Results and Discussion

In this Subsection, the following complex junctions are considered: FNIFINF, FINFNIF,

FINFINF, and FIFNFIF. In numerical calculations, the parameters of the F elements are

equal to the ones in the preceding Sections, and the atomic energy level of the I-slabs is

set as εI = 4.0 eV (mimicking MgO barriers of ∼ 1 eV), while the value εN is used for

the N -slabs. The same hopping parameter is employed for all the elements and interfaces,

as discussed before. The numbers of atomic planes of different elements are allowed to

vary (for various εN values) in order to correlate the multilayer geometry with the physics

involved in the spin-dependent transport and, in particular, to investigate what element

width best improves TMR.

FNIFINF: The calculated TMR reveals sharp resonant peaks as a function of εN (Fig.

4.8a), reaching ∼ 4000% (much larger than the maximum value realized, to date, in simple

junctions [Ikeda et al., 2008]). Moreover, the number of peaks is related to the number

of N-spacer atomic planes, as can be clearly seen in Fig. 4.8a for mN = 4, 5, 6 (thicker

junctions have more peaks). Also, Fig. 4.8b shows that TMR decays exponentially with

the number of I atomic planes (as expected). Further, oscillations as a function of mN

and mF are found (Fig. 4.8[(c),(d)]), as expected for perfect magnetic junctions.

FINFNIF: Though this junction does not present the previous sharp resonant peaks, it

still displays a significant enhancement of TMR in the crossover from metallic to insulator

atomic energies of the N - elements (shallow band regime, SBR) reaching ∼ 3000% (for

the indicated choices of G0 term), Fig. 4.9a. This effect is similar to the case of simple

FNF junctions studied before. Further on, TMR decays with mI , Fig. 4.9b, and in some

cases oscillates with mF and mN , Fig. 4.9[(c),(d)]. Even so, the oscillations are generally

weaker as compared with the preceding system. In particular the oscillations with mF

almost disappear for |εN | > 1 eV.

FINFINF: This structure is studied to explore the possible effects of its asymmetry on

TMR. Nevertheless, the TMR behavior resembles much the last junction with the SBR

peak slightly deviated towards higher εN , all the same, attaining ∼ 3000%, Fig. 4.10a.

Also, the TMR dependence with mI , Fig. 4.10b, mF , Fig. 4.10c, and mN , Fig. 4.10d, are
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Figure 4.8: Magnetoresistance of a FNIFINF junction (with εI = 4.0 eV) as a function of
different parameters: (a) on-site energy, εN , for mN = 4, 5, 6 (shows a series of sharp peaks
reaching ∼ 4000%); (b) TMR vs mI for εN = −1, −0.5, 0.5, 1, 2 eV; (c) TMR vs mF for the
same εN values; (d) TMR vs mN for the same εN values.

similar to the preceding one. This indicates that asymmetry of the system geometry does

not significantly affect the TMR behavior.

FIFNFIF: The TMR performance of this system is rather distinct from others, realizing

nearly 15000% at two different peaks for εN ∼ 0.6, 4.2 eV, Fig. 4.11a. Such TMR values

are more than four times higher than the above maximum values. In addition, TMR as

a function of mI , Fig. 4.11b, does not follow the typical decaying behavior found in the

previous junctions. Furthermore, its dependence with mF presents strong oscillations,

Fig. 4.11c, which can go (for some εN ) from ∼ 18000% to nearly zero. Interestingly TMR

versus mN does not show typical oscillations found in other devices.

Summary for composite junctions: The above examples show that a great variety

of results can be obtained in multilayered magnetic junctions composed from the same

elements (even at same number of them) when changing the sequence of letters in a formula
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Figure 4.9: MMagnetoresistance of a FINFNIF junction with the same definition of sets of
parameters and panels as in Fig. 4.8 differs mainly from that case by the presence of single broad
peak reaching ∼ 3000% in function of εN .

word (as FINFNIF to FIFNFIF). The possibility of analysing the changes from monotonic

to oscillatory behavior, changing the number of oscillations and their amplitudes, etc., the

analytical description shows its validity for recognition and design of optimum functional

regimes of advanced magnetoresistive devices. It is worth mentioning that important

variations similar to those reported here were found in the above-cited 1D studies [Wang

et al., 2002].

At least, it is important to note that a consistent treatment of TMR dependence on

the thickness of particular ferromagnetic layers would benefit from using a more evolved

Hubbard model or even a full spin-density functional theory, where the discrete local states

could induce relevant quantum magnetic effects as, for instance, dependence of the Stoner

splitting on the thickness of F-layers, obviously not considered in the present model.
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Figure 4.10: Magnetoresistance of a FINFINF junction with the same definition of sets of
parameters and panels as in Figs. 4.8 and 4.9.

4.5 Conclusions

In this Chapter various types of junctions where analyzed: FINF, FNFNF, FN-

INF, and more complex ones FNIFINF, FINFNIF, FINFINF, and FIFNFIF. All showed

high TMR efficiencies related to a proper adjustment of the on-site energy in N-spacers,

suggesting, as in Chap. 3, a search of new materials to realize the shallow band regime,

as semiconductors and semimetals (provided a reasonable lattice matching for epitaxial

growth exists).

In order to describe the spin-dependent transport in general multilayered structures

a matrix method was developed and tested in the above mentioned complex junctions,

FNIFINF, FINFNIF, FINFINF, and FIFNFIF. In particular, the calculation for the

latter junction revealed a very high TMR performance that could be sought in future

works. Probably a very interesting experimental realization of this junction would be

a Fe/MgO/Fe/Cr/Fe/MgO/Fe structure, regarding that a perfect lattice matching and

epitaxial growth is fundamental for this coherent effects. It is likely that the developed

method may be a useful tool in the design of more efficient spintronics devices.
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Figure 4.11: Magnetoresistance of a FIFNFIF junction with the same definition of sets of
parameters and panels as in Figs. 4.8, 4.9, and 4.10 shows two prominent peaks reaching ∼ 15000%
in function of εN .



Chapter 5

Diluted metal-insulator granular

layers: Theory and Experiment

5.1 Introduction

The organization of this Chapter is as follows. In Sec. 5.2 theoretical analysis of elec-

tronic transport in nanostructured granular films is undertaken. Further, Sec. 5.3 studies

the magnetic and transport properties of the diluted metal/insulator Co80Fe20/Al2O3

granular multilayers. The next Section, Sec. 5.4, considers new resistive switching

properties found in these materials with low nominal thickness of magnetic granular layer.

Finally, in Sec. 5.5 some conclusions focusing on the found results are presented.

5.2 Theoretical description of transport processes

Transport phenomena in nanostructured granular films is still a great challenge and

presently various works are addressing such problem, [Tran et al., 2008 and Dorn et al.,

2004], just to mention two. For an extended review of this topic the interested reader is

referred to Ref. [Beloborodov et al., 2007].

The main reason is that granular systems reveal certain characteristics which cannot

be obtained neither in the classical transport regimes (in metallic, electrolyte, or gas

discharge conduction) nor in the hopping regime (in doped semiconductors or in common

tunnel junctions). Their specifics is mainly determined by the drastic difference between

the characteristic time of an individual tunneling event (∼ ~/εF ∼ 10−15 s) and the interval

103
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n

n + d

da
b

Figure 5.1: Square lattice of metallic granules in the insulating matrix.

between such events on the same granule ∼ e/(jd2) ∼ 10−3 s, at typical current density

j ∼ 10−3 A/cm2 and granule diameter d ∼ 5.0 nm. Other important moments are the

sizeable Coulomb charging energy Ec ∼ e2/(εeffd) (typically ∼ 10 meV) and the fact that

the tunneling rates across the layer may be even several orders of magnitude slower than

along it. The interplay of all these factors leads to unusual macroscopic effects, thus, a

peculiar slow relaxation of electric charge was recently discovered in experiments on tunnel

conduction through granular layers and granular films [Schaadt et al., 1999 and Kakazei

et al., 2000].

For theoretical description of such processes a model is developed where a single

layer of identical spherical particles is located in sites of a simple square lattice, with three

possible charging states (±, or 0) of a granule and three kinetic processes (creation or

recombination of a ± pair, and charge translation) between neighbor granules. Even such

simple model reveals a variety of possible dynamical and thermodynamical regimes, to be

presented below.

5.2.1 Charging states and kinetic processes

A system of identical spherical metallic nanogranules with diameter d, located in

sites of simple square lattice of period a within a layer of thickness b ∼ a of insulating

host with a dielectric constant ε (Fig. 5.1) is considered. In the charge transfer processes,

each granule can bear different numbers σ of electrons in excess (or deficit) to the constant

number of positive ions and the resulting excess charge σe defines a Coulomb charging

energy ∼ σ2Ec. At not too high temperatures, kBT . Ec, the consideration can be limited

only to the ground neutral state σ = 0 and single charged states σ = ±1. Actually, for low

metal contents (well separated, small grains), Ec reaches ∼ 10−50 meV, so this approach

can be reasonable even above room temperature. For a three-dimensional (3D) granular
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array with constant ratio between the mean spacing s and granule diameter d, Ec was

given in the classic paper by Sheng and Abeles [Sheng and Abeles, 1972] in the form

Ec = e2f(s/d)/(εd), where the dimensionless function f(z) = 1/(1 + 1/2z). Otherwise,

the mutual dielectric response of 3D insulating host (εh = ε) with volume fraction f < 1

of metallic particles (εm →∞) can be characterized by an effective value εeff = ε/(1− f).

For the planar lattice of granules, such effective constant can be estimated, summing

the own energy e2/εd of a charged granule at a given site and the energy of its interaction

with electric dipolar moments ≈ (e/εeff)(d/2n)3n, induced in granules on sites n =

a(n1, n2):

Ec =
e2

d

[
1
ε
− α

εeff

(
d

a

)4
]

=
e2

εeffd
. (5.1)

Here the constant α = 1
8

∑
n 6=0 n−4 ≈ 0.92, and the resulting εeff = ε

[
1 + α(d/a)4

]
.

However, Eq. (5.1) may underestimate considerably the most important screening from

nearest neighbor granules at d → a, and in what follows the composite of insulating matrix

and metallic granules is generally characterized by a certain εeff = e2/dEc À ε.

Following the approach proposed in Ref. [Kakazei et al., 2000], the microscopic

states of the system are classified attributing the charging variable σn with values ±1 or 0

to each site n and then considering three types of kinetic processes between two neighbor

granules n and n + ∆ (Fig. 5.2):

1. Electron hopping from neutral n to neutral n + ∆, creating a pair of oppositely

charged granules: (σn = 0, σn+∆ = 0) → (σn = +1, σn+∆ = −1); only this process

was included in the Sheng and Abeles’ theory;

2. Hopping of an extra electron or hole from n to neutral n+∆, that is charge transfer:

(σn = ±1, σn+∆ = 0) → (σn = 0, σn+∆ = ±1);

3. Recombination of a electron-hole pair, the inverse to the process 1.: (σn = +1, σn+∆ =

−1) → (σn = 0, σn+∆ = 0).

Note that all the processes 1) to 3) are conserving the total system charge Q =
∑

n σn, hence the possibility for charge accumulation or relaxation only appears due to

the current leads. A typical configuration for current-in-plane (CIP) tunneling conduction

includes two macroscopic metallic electrodes on top of the granular layer, forming the

contact areas (CA) where the current is being distributed from the electrodes into granules
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Figure 5.2: Kinetic processes in a granular layer.

through an insulating spacer of thickness b′, and a free area (FA) where the current

propagates between the contacts (Fig. 5.3). To begin with, the simpler case of FA is

considered while the specific analysis for CA with an account for screening effects by

metallic contacts will be given later in Sec. 5.2.4.

The respective transition rates q
(i)
n,∆ for ith process are determined by the instan-

taneous charging states of two relevant granules and by the local electric field Fn and

temperature T , accordingly to the expressions:

q
(1)
n,∆ =

(
1− σ2

n

) (
1− σ2

n+∆

)
ϕ (eFn ·∆ + Ec)

q
(2)
n,∆ = σ2

n

(
1− σ2

n+∆

)
ϕ (−eσnFn ·∆)

q
(3)
n,∆ =

1
2
σnσn+∆ (σnσn+∆ − 1)ϕ (eσn+∆Fn ·∆− Ec) . (5.2)

Thus the charging energy, Ec, is positive for pair creation, zero for transport, and negative,

−Ec, for recombination processes. The function ϕ(E) = ωNFE/[exp(βE) − 1] expresses

the total probability, at given inverse temperature β = (kBT )−1, for electron transition

between granules with Fermi density of states NF and Fermi levels differing by E. The

hopping frequency ω = ωa exp(−2χs) involves the attempt frequency, ωa ∼ EF/~, the

inverse tunneling length χ (typically ∼ 10 nm−1), and the inter-granule spacing s = a−d.

Local electric field Fn on nth site consists of the external applied field A and the Coulomb
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Figure 5.3: CIP conduction geometry.

field Cn due to all other charges in the system:

Cn =
e

εeff

∑

n′ 6=n

σn′
n′ − n

|n′ − n|3 . (5.3)

A suitable approximation is achieved with passing from discrete-valued functions σn of

discrete argument n = a(n1, n2) to their continuous-valued mean-field (MF) equivalents

σr = 〈σn〉r (mean charge density) and ρr =
〈
σ2
n

〉
r

(mean charge carrier density). These

densities are obtained by averaging over a wide enough area (that is, great compared to

the lattice period but small compared to the size of the entire system or its parts) around

any point r in the plane (for simplicity, the position index at averages 〈 〉r is dropped in

what follows). This also implies passing to a smooth local field:

Fr = A +
e

εeffa2

∫
σ(r′)

r′ − r

|r′ − r|3 dr′. (5.4)

and to the averaged transition rates q
(i)
r,∆ =

〈
q
(i)
n,∆

〉
and p

(i)
r,∆ =

〈
σnq

(i)
n,∆

〉
. These rates

fully define the temporal evolution of mean densities:

σ̇r =
∑

∆

[
q
(1)
r,∆ − q

(1)
r+∆,−∆ − p

(2)
r,∆ + p

(2)
r+∆,−∆ − p

(3)
r,∆

]
, (5.5)
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ρ̇r =
∑

∆

[
q
(1)
r,∆ + q

(1)
r+∆,−∆ − q

(2)
r,∆ + q

(2)
r+∆,−∆ − q

(3)
r,∆

]
. (5.6)

The set of Eqs. (5.2)-(5.6) provides a continuous description of the considered system,

once a proper averaging procedure is established.

5.2.2 Mean-field densities in equilibrium

The above defined averages are performed in the simplest assumption of no corre-

lations between different sites: 〈fngn′〉 = 〈fn〉 〈gn′〉, n′ 6= n, and using the evident rules:
〈
σ2k+1
n

〉
= σr,

〈
σ2k
n

〉
= ρr. The resulting averaged rates are:

q
(1)
r,∆ = σ0

rσ
0
r+∆ϕ (eFr ·∆ + Ec) ,

q
(2)
r,∆ = σ0

r+∆

[
σ+
r ϕ (−eFr ·∆) + σ−r ϕ (eFr ·∆)

]
,

p
(2)
r,∆ = σ0

r+∆

[
σ+
r ϕ (−eFr ·∆)− σ−r ϕ (eFr ·∆)

]
,

q
(3)
r,∆ =

[
σ+
r σ−r+∆ϕ (−eFr ·∆−Ec) + σ−r σ+

r+∆ϕ (eFr ·∆− Ec)
]
,

p
(3)
r,∆ =

[
σ+
r σ−r+∆ϕ (−eFr ·∆−Ec)− σ−r σ+

r+∆ϕ (eFr ·∆− Ec)
]
, (5.7)

where the mean occupation numbers for each charging state σ±r = (ρr ± σr)/2 and σ0
r =

1− ρr satisfy the normalization condition:
∑

i σ
i
r = 1.

In a similar way to Eq. (5.5), the vector of average current density jn at nth site is

expressed as:

jn =
e

a2b

∑

∆

∆
[
−q

(1)
n,∆ + q

(1)
n+∆,−∆ + p

(2)
n,∆ − p

(2)
n+∆,−∆ + p

(3)
n,∆

]
, (5.8)

and then its MF extension jr is obtained by simple replacing n by r in the arguments of

q(i) and p(i). Expanding these continuous functions in powers of |∆| = a, it is concluded

that Eq. (5.5) gets reduced to usual continuity equation:

σ̇r = −a2b

e
∇2 · jr, (5.9)

with the two dimensional (2D) nabla: ∇2 = (∂x, ∂y). First, the analysis of Eqs. (5.5)-(5.9)

is done for the simplest situation of thermal equilibrium in absence of electric field, Fr≡ 0.

Then Eq. (5.5) turns into evident identity: σr ≡ 0, that means zero charge density, and
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Figure 5.4: Equilibrium density ρ0 of charge carriers in function of temperature (solid line). The
curve 1 (dashed line) corresponds to the low temperature asymptotics ρ0 ≈ 2 exp−Ec/2kBT , and
the curve 2 (dash-dotted line) to the high temperature asymptotics ρ0 ≈ ρ∞−Ec/9kBT , converging
to the limit ρ∞ = 2/3 (dotted line).

Eq. (5.8) yields in zero current density: jr ≡ 0, while Eq. (5.6) provides a finite and

constant value of charge carrier density:

ρr ≡ ρe =
2

2 + exp (βEc/2)
. (5.10)

At low temperatures, βEc À 1, this value is exponentially small: ρe ≈ 2 exp(−βEc/2),

and for high temperatures, βEc ¿ 1, it tends as ρe ≈ ρ∞ − βEc/9 to the limit ρ∞ = 2/3,

corresponding to equipartition between all three fractions σi (Fig. 5.4).

In presence of electric fields Fr 6= 0, the local equilibrium should be perturbed and

the system should generate current and can generally accumulate charge. Then, from Eq.

(5.6), the charge density σr is related to the carrier density ρr as:

σ2
r =

(ρr − ρe) (ρr + ρe − 2ρeρr)
(1− ρe)

2 , (5.11)

describing the increase of charge density when going away from equilibrium. As seen from

Fig. 5.5, for not too high temperatures T . Ec/kB where the neglect of multiple charged

states is justified, this dependence is reasonably close to the simplest low-temperature
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Figure 5.5: The charge density σ in function of the carrier density ρ for different temperatures,
corresponding to different thermal equilibrium values ρe.

form:

σ ≈
√

ρ2 − ρ2
e, (5.12)

that will be practically used in what follows.

Now it is possible to pass to the out-of-equilibrium situations, beginning from a

simpler case of dc current flowing through the FA.

5.2.3 Steady state conduction in FA

In presence of (generally non-uniform) fields Fr and densities σr, ρr, Eq. (5.8) is

expanded up to 1st order terms in |∆| = a and obtain the local current density is obtained

as a sum of two contributions, field-driven and diffusive:

jr = jfield
r + jdif

r = g (ρr)Fr − eD (ρr)∇2σr, (5.13)

where the effective conductivity g and diffusion coefficient D are functions of the local

charge carrier density, ρ ≡ ρr:
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g(ρ) =
e2

b

∣∣∣∣ 2(1− ρ)2ϕ′ (Ec) + ρ(1− ρ)ϕ′(0) +
1
2
(ρ2 − σ2)ϕ′ (−Ec)

∣∣∣∣ ,

D(ρ) =
ρ(1− ρe)2ϕ(0) + (1− ρ)ρ2

eϕ(−Ec)/2
ρ(1− 2ρe) + ρ2

e

. (5.14)

In view of Eqs. (5.11), (5.12), it can be considered that g and D are even functions of

local charge density σ, and just this dependence will be mostly used below. Also g and D
depend on temperature, through the functions ϕ and ϕ′. The system of Eqs. (5.11)-(5.14),

together with Eq. (5.4), is closed and self-consistent, defining the distributions of σr and

ρr at given jr. For the FA case, with the local field Fr defined by Eq. (5.4) with the only

relevant r component being x, that along the current jr ≡ j = const (Fig. 5.3), and under

steady state condition (σ̇ = 0) Eq. (5.13) leads to a (non-linear) integral equation for σx:

σx =
∫ x

0

g (σx′) (A + Cx′)− j

eD (σx′)
dx′. (5.15)

Here the Coulomb field from charged granules is defined at the position x by the Hilbert

transform [Abramowitz and Stegun, 1964] of the FA charge density:

Cx =
e

εeffa2

∫ L/2

−L/2

σx′

x− x′
dx′, (5.16)

for all x within FA, except its boundaries of the order of the thickness of the metallic

contact where this field is strongly screened and therefore can be set zero. Also the

dimensionless external field (necessary to adjust the given current j) is defined by:

A =
1
L

∫ L/2

−L/2

[
j + eD (σx) ∂xσx

g (σx)
− Cx

]
dx. (5.17)

The evident antisymmetry with respect to inversion x → −x suggests the initial condition

σ(0) = 0. Practical solution of the system, Eqs. (5.15)-(5.17), can be found numerically,
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in an iterative way, σx = limk→∞ σ
(k)
x , and using its dimensionless form:

σζ =
∫ ζ

0

g̃
(
σζ′

) (
Ã + C̃ζ′

)
− ̃

D̃ (
σζ′

) dζ ′,

C̃ζ =
Ld

a2

∫ 1

0

σζ′ζ
′

ζ2 − (ζ ′)2
dζ ′,

Ã =
∫ 1

0

[
̃ + D̃ (σζ) ∂ζσζ

g̃ (σζ)
− C̃ζ

]
dζ.

with the adimensional variables defined as: ζ = x/x0, g̃ζ = gζ/g0, D̃ζ = Dζ/D0 and

̃ = j/j0, where the normalizing parameters are: x0 = L/2, g0 = e2ωNF /b, D0 = ωNF Ec/b

and j0 = 2eD0/L. So, in the interactive procedure, the consecutive σ
(k)
ζ are related through

the equations:

σ
(k)
ζ =

∫ ζ

0

g̃
(
σ

(k−1)
ζ′

)(
Ã(k−1) + C̃

(k−1)
ζ′

)
− ̃

D̃(k−1)
ζ′

dζ ′,

C̃
(k)
ζ =

Ld

a2

∫ 1

0

σ
(k)
ζ′ ζ ′

ζ2 − (ζ ′)2
dζ ′,

Ã(k) =
∫ 1

0


 ̃ + D̃

(
σ

(k)
ζ

)
∂ζσ

(k)
ζ

g̃
(
σ

(k)
ζ

) − C̃
(k)
ζ


 dζ,

with the zero iteration corresponding to the (quasi) ohmic conditions: σ
(0)
ζ = C̃

(0)
ζ ≡ 0,

Ã(0) = (1− 10−b)̃/g̃ (with b ∼ 5), D̃(0)
ζ = const, and g̃

(0)
ζ = const.

The numerical analysis shows that it has no other solution but the trivial one:

σr ≡ 0. Hence there is no diffusive contribution to the current, and the steady state

of FA in out-of-equilibrium conditions has an ohmic resistivity r = 1/g (ρe). In fact,

estimation (based in the experimental system discussed below) of this quantity suggests

that the contribution of the FA to the overall resistance is approximately two orders of

magnitude lower compared with typical values found below for CA. Thus, it is expected

that transport is mainly controlled by CA.

5.2.4 Steady state conduction in CA

The kinetics in CA includes, besides the processes 1) to 3) of Sec.5.2.2 and 5.2.3, also

four additional microscopic processes between nth granule and the electrode (Fig. 5.6)
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Figure 5.6: Kinetic process between nth granule and the metallic electrode in CA.

which are just responsible for variations of total charge Q by ±1. The respective rates

q(i), i = 4 . . . 7, are also dependent on the charging state (σr, ρr) of the relevant granule

and, using the same techniques that before, their mean values are:

q
(4)
r = (ρr + σr) ψ

(−U −E′
c

)
,

q
(5)
r = (ρr − σr) ψ

(
U − E′

c

)
,

q
(6)
r = (1− ρr) ψ

(
U + E′

c

)
,

q
(7)
r = (1− ρr) ψ

(−U + E′
c

)
. (5.18)

Here the function ψ (E) formally differs from ϕ (E) only by changing the pre-factor: ω →
ω′ = ωae−2χb′ ¿ ω, but the arguments of these functions in Eq. (5.18) include other

characteristic energies. Thus, U = eb′Fc is generated by the electric field Fc between

granule and contact surface. This field is always normal to the surface (see Fig. 5.7)

and its value is defined by the local charge density σ. At least, the charging energy E′
c

for a granule under the contact can be somewhat reduced (e.g., by ∼ 1/2) compared to

Ec. Then the kinetic equations in the interface region present a generalization of Eqs.

(5.5)-(5.6), as follows:

σ̇r =
∑

∆

[
q
(1)
r,∆ − q

(1)
r+∆,−∆ − p

(2)
r,∆ + p

(2)
r+∆,−∆ − p

(3)
r,∆ − q

(4)
r + q

(5)
r + q

(6)
r − q

(7)
r

]
, (5.19)
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Figure 5.7: Formation of local electrical field by charged granules and their images at the surface
of the metallic electrode (point a) and between the granules (point b).

ρ̇r =
∑

∆

[
q
(1)
r,∆ + q

(1)
r+∆,−∆ − q

(2)
r,∆ + q

(2)
r+∆,−∆ − q

(3)
r,∆ − q

(4)
r − q

(5)
r + q

(6)
r + q

(7)
r

]
. (5.20)

The additional terms, by the normal processes 4) to 7), are responsible for appear-

ance of a normal component of current density:

jz
r =

e

a2

[
q
(4)
r − q

(5)
r − q

(6)
r + q

(7)
r

]
, (5.21)

besides the planar component, still given by Eq. (5.8). But an even more important

difference from FA case is the fact that the Coulomb field here is formed by a double layer

of charges, those of granules themselves and of their images in the metallic electrode (Fig.

5.7). Summing the contributions from all the charged granules and their images (except

for the image of nth granule itself, already included in the energy E′
c), the expression

for the above mentioned field S at the contact surface is found as a local function of the

charge density σr:

Sr = Cr(z = b) = − 4πe

εeffa2
σr,

replacing the integral relations, Eqs. (5.3)-(5.4), in FA. Then, the planar component

of the field by charged granules Fpl
r = Cr(z = 0) is determined by the above defined

normal field Cr through the relation Fpl
r = b′∇2Cr. The density of planar current is
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jpl
r = gFpl

r − eD∇2σr, accordingly to Eq. (5.11), that is both field-driven and diffusive

contributions into jpl
r are present here and both they are proportional to the gradient of

σr. In the low temperature limit, this proportionality is given by:

jpl
r ≈ −

[
8πe3ωNFb′

εeffa3
g (σr) +

eωNFkBT

a

]
∇2σr. (5.22)

Note that presence of a non-linear function:

g (σ) =
√

ρ2
e + σ2 − 2ρ2

e − σ2,

defines a non-ohmic conduction in CA. In fact, this function should be defined only for

charge density below its maximum possible value |σmax| =
√

1− ρ2
e, turning zero for

|σ| > |σmax| (note that the latter restriction just corresponds to our initial limitation to

the single charged states, see Sec. 5.2.1). In the same limit of low temperatures, the

normal current density is obtained from Eqs. (5.16),(5.18) as jzr = gzCr where gz ≈
ω′NFE′

cεeff/4π. Finally, the kinetic equation in this case is obtained, in analogy with Eq.

(5.8), as:

σ̇r = −a2b

e
∇2 · jpl

r +
a2

e
jz
r . (5.23)

This equation permits to describe the steady state conduction as well as various

time dependent processes. The first important conclusion is that steady state conduction

in interface turns only possible at non-zero charge density gradient, that is, necessarily

involving charge accumulation, in contrast to the above considered situation in bulk.

The present analysis is restricted to the steady state regime which is simpler, a

more involved case when an explicit temporal dependence of charge density included in

Eq. (5.23) is left for future work.

Choosing the contacts geometry in the form of a rectangular stripe of planar di-

mensions L× L′, along and across the current respectively. In neglect of relatively small

effects of current non-uniformity along the lateral boundaries, the only relevant coordinate

for the problem is longitudinal, x (Fig. 5.8). In the steady state regime, the temporal

derivative σ̇ in Eq. (5.23) is zero and the total current I = const, defined by the action

of external source. Then, using the above approximation for g (σ), a non-linear 2nd order
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Figure 5.8: Relations between nth longitudinal (jx) and normal (jz) currents in CA.

equation for charge density is found:

d

dx
[g (σx) + τ ]

dσx

dx
− k2σx = 0. (5.24)

The parameters in Eq. (5.24) are: k2 = (ω′E′
c)/(abωkBT1) and τ = T/T1, where T

is the actual temperature and T1 = 8πe2b′/a2kBεeff . To define completely its solution, the

following boundary conditions are imposed:

dσx

dx

∣∣∣∣
x=0

=
k2b′σx=0

g (σx=0) + τ
, (5.25)

dσx

dx

∣∣∣∣
x=L

=
aT1

LeωbNFkB

I

g (σx=L) + τ
. (5.26)

The condition 5.25 corresponds to the fact that the longitudinal current jx at the

initial point of contact-granular sample interface (the leftmost in Fig. 5.8) is fully supplied

by the normal current jz entering from the contact to granular sample, and the condition

5.26 corresponds to current continuity at passing from CA (of length L along the current)

to FA.

Now, a qualitatively discussion of the solution of Eq. (5.24) is done. Generally, to

fulfill the conditions, Eqs. (5.25), (5.26), one needs a quite subtle balance to be maintained

between the charge density and its derivatives at both ends of contacts interface. But the

situation is radically simplified when the length L is much greater than the characteristic

decay length for charge and current density: kL À 1. In this case, the relevant coordinate

is ξ = L− x, so that the boundary condition 5.25 corresponds to ξ = L →∞, when both
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its left and right hand side turn zeros:

σξ|ξ→∞ = 0,
dσξ

dξ

∣∣∣∣
ξ→∞

= 0. (5.27)

The numeric solution shows that, for any initial [with respect to ξ, that is related to

x = L, Eq. (5.26)] value of charge density σξ=0 = σ0, there is a unique initial value of its

derivative dσξ/dξ|ξ=0 = D(σ0) which just assures the limits 5.27, while for dσξ/dξ|ξ=0 >

D(σ0) the asymptotic value diverges as σξ→∞ →∞, and for dσξ/dξ|ξ=0 < D(σ0) it diverges

as σξ→∞ → −∞. Then, using the boundary condition 5.26 and taking into account the

relation V = V0σ0 with V0 = 4πeb′/(εeffa2), it is possible to conclude that the function

D(σ0) generates the I -V characteristics:

I = I1b
′D

(
V

V0

)[
g

(
V

V0

)
+ τ

]
(5.28)

where I1 = eωNFkBT1.

A more detailed analysis of Eq. (5.24) is presented in Appendix B. In particular,

for the weak current regime (Regime I) when σ0 ¿ σ1 =
√

32ρe(ρe + τ) ¿ 1, so that

g(σ) ≈ ρe + σ2/2ρe along whole the contact interfaces, Eq. (5.24) admits an approximate

analytic solution:

σξ = σ0e−λξ

[
1 + 6

(
σ0

σ1

)2 (
1− e−2λξ

)]
, (5.29)

with the exponential decay index λ = k/
√

ρe + τ .

This results in the explicit I-V characteristics for Regime I:

I = G0V

[
1 +

(
V

V1

)2
]

, (5.30)

for V < V1 = σ1V0, Eq. (5.30) describes the initial ohmic resistance (dependent on

temperature τ):

G0 =
I1kb′

V0

√
ρe (τ) + τ , (5.31)

which turns non-ohmic for V ∼ V1. But at so high voltages another conduction regime

already applies (called Regime II), where σ1 ¿ σ0 ¿ 1 and one has g(σ) ≈ σ. Following
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the same reasoning as for the Regime I, a non-linear I -V characteristics is found for

Regime II:

I ≈ I1kb′√
3V 3

0

(V + V0τ)3/2 (5.32)

this law is weaker temperature dependent than Eq. (5.30), which is related to the fact that

the conductance in Regime II is mainly due to dynamical accumulation of charge and not

to thermic excitation of charge carriers. A I ∝ V 3/2 is, in fact, found experimentally and

will be discussed in the next section. Further, such dependence can be more pronounced

if multiple charging states are engaged, as may be the case in real granular layers with a

certain statistical distribution of granule sizes present.

At least, for even stronger currents, when already σ0 ∼ 1, the solutions of Eq. (5.24)

can be obtained numerically, following the above discussed procedure of adjustment of the

derivative D(σ0) to a given σ0. Such solutions have an asymptotic behavior of the type:

I ∝ V 5/4.

5.3 Experimental magnetic and transport properties

Various granular films have been experimentally tested with granules of different

ferromagnetic metals (Ni, Co, Fe, CoFe, NiFe) and distinct insulating hosts (SiO2, TiO2,

ZrO2, Al2O3, MgO). Between them, especially interesting objects are the discontinuous

magnetic layers and multilayers, since 2D geometry favors to more pronounced effects

of dipolar coupling between magnetic granules. Experiments on such films show that

their magneto-electric properties are mainly controlled by the concentration of magnetic

material, or by the nominal thickness (t) of a 2D granular layer (that is its thickness

if it were continuous). Presently, the correlation between the transport processes and

the film topology (obviously dependent on the nominal thickness of granular layers) is

the main objective in all these studies. Three principal transitions are observed with

varying concentration (at fixed and high enough temperature). The first one is that from

metallic to activated electrical conduction, controlled by the structural percolation of

metallic granules in the insulating matrix [Kakazei et al., 2001], immediately followed by

a second one, that from ferromagnetic (FM) to superferromagnetic (SFM) state [Sousa et

al., 2004]. The third one is that from SFM to superparamagnetic (SPM) (accompanied by
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the so called superspin glass (SSG) phase at low enough temperatures [Chen et al., 2005]).

The SFM state is attributed to preferable alignment of magnetic moments on randomly

distributed separate granules due to the dipolar coupling between them, controlled by

the so-called magnetic percolation [Kakazei et al., 1999 and Kleemann et al., 2001]. In

fact, the SFM-SPM transition (above a certain glass transition temperature, Tg [Bedanta

and Kleemann, 2009]) brings about the most pronounced MR effects, in particular, its

sensitivity to low magnetic field. However, up to this moment, certain technical problems

prevented more detailed study of granular layers of lower nominal thickness (due to their

very high resistivity values) that could clarify magnetotransport mechanisms in these

materials.

With this purpose, granular films with low concentration of ferromagnetic material,

below the metal-insulator and SFM-SPM thresholds, are studied here. This regime, where

the system contains granules of few nm size at bigger separation, is usually referred to as

diluted limit. Although the magnetic properties of these systems have been exhaustively

studied (see, e.g., [Chen et al., 2005 and Sahoo et al., 2003], for a review in supermagnetism

the interested reader is referred to [Bedanta and Kleemann, 2009]), in the literature, there

is lack of transport studies in this limit, as compared to that of higher concentration.

Therefore, in order to complement the previous works, (magneto)transport and magnetic

analyses are presented below. Particular interest is given to the relationship between

magnetization and TMR (for different temperatures) and how they are affected upon

variation of the nominal thickness of granular layer (or the intergranule distance).

Due to the high resistance of the samples the analysis is mainly restricted to

high temperatures (T & 100 K), above the glass temperature Tg, so that a SPM or

modified SPM approximation is reasonable. Lacking any precise measurement of Tg, it is

roughly estimated by blocking temperature Tb (Tb > Tg), determined from the splitting

of conventionally obtained field-cooled (FC) and zero-field-cooled (ZFC) magnetization

curves (see below).

5.3.1 Magnetic Properties

The low-field magnetization curves as a function of temperature, M(T ), are shown

in Fig. 5.9a. They have typical aspect for disordered granular systems, with Curie-Weiss

behavior at high temperatures and onset of irreversibility at a blocking temperature, Tb,
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t (nm) Ms (Gs) d (nm) s Keff (106 erg cm−3)

0.7 1947 4.1 0.17 1.56
0.9 2410 5.4 0.19 1.30

Table 5.1: Fitting parameters for the low-field magnetization curves in function of temperature.

below which the FC and ZFC curves split out. As seen from Fig.5.9a, its values Tb ≈ 25

K and ≈ 50 K for t = 0.7 and 0.9 nm respectively, display the expected decrease with

decreasing nominal thickness. Also Tb somewhat decreases with applied magnetic field

(insets in Fig. 5.9a), in agreement with the previous studies for higher t values [Kakazei et

al., 2003]. This shift is probably related to a de Almeida-Thouless-type phase boundary

of the low-T SSG state [Sahoo et al., 2002]. In the same agreement, the extrapolation of

ZFC data vs applied field to H → 0 (not shown) indicates absence of SFM state even at

low temperatures.

Then, fitting essentially the high temperature behavior within a SPM approxima-

tion, it is possible to estimate the mean diameter of granules (d), its standard deviation (s),

and the effective anisotropy constant (Keff). To do this, the model expression suggested by

Respaud et al. [Respaud et al., 1998] for SPM granules with log-normal size distribution is

solved analytically (see Appendix B). The resulting formulas with the fitting parameters

given in Table 5.1 provide a fair fit to the experimental data as shown in Fig. 5.9a. The

inferred average granule diameters of 4.1 nm and 5.4 nm are in a fair agreement with

the structural analysis in these samples [Kakazei et al., 2001 and Lesnik et al., 2002],

and the values of mean dispersion s confirm a narrow (quasi-monodisperse) distribution.

The obtained Keff values also fairly agree with those reported in literature [Hattink et

al., 2006]. It should be mentioned here that a more comprehensive magnetic analyses on

these systems should involve a detailed inspection of the SSG state as done in Refs. [Chen

et al., 2005 and Sahoo et al., 2003], where the ageing, memory and rejuvenation effects

[Bedanta and Kleemann, 2009] clarify the nature of this state. Nevertheless, as mentioned

above, such a treatment is beyond the scope of the present work, focused instead in the

higher temperatures with approximately SPM behavior.

Keeping in mind the previous considerations, the magnetization curves as a function

of the applied field, M(H), for different temperatures are presented in Fig. 5.9b. Their

high-field saturation was assured after subtraction of a notable diamagnetic contribution
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Figure 5.9: (a) Magnetization of Al2O3(3.0 nm)/[Co80Fe20(t)/Al2O3(4.0 nm) ]10 films with
t = 0.7 and 0.9 nm under H = 10 Oe in function of temperature. Insets show the Tb decay with
the applied magnetic field. (b) Magnetization vs field cycles at different temperatures.
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from the glass substrate and amorphous Al2O3 matrix. The magnetization curves for

granular systems are oftenly described in the approximation of two uncoupled subsystems

of magnetic granules, large- and small-sized [Chen et al., 2005]. A similar treatment by

Zhu et al. in Fe-Al2O3 films [Zhu et al., 1999] considered three uncoupled SPM subsystems

(of small, medium and large granules). Subsequently, Hattink et al. [Hattink et al., 2006]

regarded a log-linear distribution of SPM granules. For the present case, reduction of

the granule size distribution to a simple monodisperse justifies the use of the expression:

M(H) = NµL(µH/kBT ), where N is the total number of granules in the sample, µ is

the mean granule magnetic moment, L(x) = cothx − 1/x is the Langevin function, and

kB is the Boltzmann constant. In spite of its simplicity, this approach fits reasonably the

experimental data (see Fig. 5.9b), in agreement with the expected SPM state of diluted

systems and the narrow size distribution by the M(T ) fit.

5.3.2 Charge transport properties

Current-voltage (I-V) characteristics are generally non-ohmic, as shown in Fig. 5.10.

They are only linear at low voltages, while a I ∝ V γ power law dominates at electrical

fields above ∼ 500 V/cm. Non-linear I-V characteristics in diluted granular films have been

reported previously by Chayka et al. [Chayka et al., 2006]. They argued this to be a result

of impurity mediated conductivity in the insulator Al2O3 matrix. Actually, non-linear I-V

behavior is typical of charge injection into insulators and has been intensively studied

since the Mott and Gurney works [Mott and Gurney, 1940] in the context of space-charge-

limited currents (SCLC). That model predicts ohmic behavior at low-voltages followed by

a I ∝ V 2 law, for trap-free solids [Mott and Gurney, 1940 and Rose, 1955], or by I ∝ V 1+l

with the trap/carrier ratio l ≥ 1, for trap-limited insulators [Rose, 1955, Lampert, 1956,

and Chandra et al., 2007]. Due to its accuracy, SCLC has been largely used to measure

charge mobilities and trap characteristic energies in a variety of materials [Tanase et

al., 2004]. However the SCLC models cannot satisfactorily describe our data since the

inferred γ values are typically ≈ 3/2, well below the minimum SCLC value of γ = 2

(for the trap-free case). As previously discussed this is apparently due to the specifics

of tunnel conduction in the considered system, where the space charge effects are due

to extra charges localized on nanometric metallic granules rather than on atomic traps.

Besides, the 2D distribution of granules in a layer favors to faster convergence of Coulomb
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fields from local charge fluctuations in the average distribution of accumulated charge.

The theory presented above (for references see [Kakazei et al., 2000 and Sousa et al.,

2001]), provides the I ∝ V 3/2 law at high enough voltages, while the low-voltage, ohmic

conductivity g0 is predicted to depend on temperature as:

g0(T ) ∝
[(

T

T1
+ 1

)
2

2 + exp (Tc/T )

]1/2

, (5.33)

where Tc = e2/(2εeffdkB) relates to the charging energy for a granule of mean size d in

the medium with effective dielectric constant εeff and T1 ∝ Tc. This formula displays a

non-exponential temperature dependence for activated transport in the granular system

due to the interplay between temperature dependent number of charge carriers and their

mobility. As shown in the inset to Fig. 5.10a, our experimental data on g(T ) for the

t = 0.9 nm sample are fairly fitted with the choice of Tc = 200 K, corresponding to the

parameter values ε = 100 (high values of the dielectric constant were also deduced by

J. Santos during his PhD. thesis work [J. A. M. Santos, 2004 and Kakazei et al., 2000])

and d = 5 nm, in a reasonable concordance with the above analysis of magnetization

data. The most notable deviation of the experimental points from the fitted dependence

of log[g0(T )/g0(100K)] vs T−1 is observed in the range of T ∼ 200− 220 K (see below).

The temperature dependence of current at a finite, but moderate voltage (5 V)

for the t = 0.9 nm sample is shown in Fig. 5.10b. As expected, the current generally

grows with increasing temperature, except for a narrow temperature range around ∼ 220

K, where a clear dip is observed. Such an anomaly can be compared with anomalies

reported around 200÷220 K in a variety of materials and attributed to a phase transition

of unknown origin [Jin et al., 2002]. In fact, it was recently shown in organic thin film

transistors [Gomes et al., 2006] that a metastable state of confined water, known as super-

cooled water, persisting near the film surface below the common freezing point down

to T ∼ 200 − 220 K can cause important carrier trapping. In spite of high vacuum

kept during the measurements in our films, there could still remain water contamination

and the related carrier trapping could reduce conductance. Carrier trapping by surface

water explains qualitatively the observed behavior: there are no water-related traps at

low temperatures but, as the temperature of phase transition for surface water is reached,

emerging defects can suddenly trap carriers. If the current through the device is low
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Figure 5.11: Conductivity as a function of T−1/2 for thicknesses t = 0.7, 0.9nm (fitted with the
Sheng et al. law [Sheng et al., 1973]).

enough, this causes a sizeable decrease in the overall current (through device + through

surface) until all the traps are filled. Once all the traps are exhausted (filled), the overall

current recovers the monotonous behavior by thermal activation. This carrier trapping

model is in agreement with the observation that the lower applied voltage (lower current)

the more pronounced is the dip in the temperature dependent curves: the greater part of

current has to be spent to fill all the traps generated by the phase transition. Notably,

such effect was not detected previously in granular layers of higher nominal thickness (and

higher conductivity) and it could be also responsible for the outburst of noise in the I-V

curves at T ∼ 220 K shown in Fig. 5.10a. Similar effects in magnetoresistance will be

discussed in the next Subsection.

To further clarify the charge transport mechanism, current vs temperature measure-

ments were done at higher voltages (V = 20 V). For comparison with the literature data,

it is suitable to consider again electrical conductivity, g, rather than current. In Fig. 5.11,

the plots of g as a function of temperature are shown for the two samples. The straight

lines are the fits to the Sheng et al. law [Sheng et al., 1973]:

g(T ) = g(0) + g(1) exp
[
−

√
C0/ (kBT )

]
, (5.34)
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t (nm) g(0) (Ω−1cm−1) g(1) (Ω−1cm−1) C0 (meV)

0.7 2.1× 10−5 5.9× 10−4 27.4
0.9 1.3× 10−3 4.1× 10−2 33.5

Table 5.2: Characteristic transport parameters for two nominal thickness values extracted from
Fig. 5.11.

where g(0) is the zero temperature conductivity, g(1) is the temperature independent pre-

factor, and C0 is the tunnel activation energy. The fitting parameters are presented in Tab.

5.2 and they agree with the literature data [Hattink et al., 2006 and Chayka et al., 2006].

The C0 values are almost the same for both thicknesses and indicate thermally assisted

tunneling between neighbor granules, as expected for these disordered diluted systems.

5.3.3 Magnetotransport properties

In magnetic granular films, charge-carrier tunneling depends on the relative angle θ

between magnetic moments of neighbor granules as ∝ cos θ/2 [Gittleman et al., 1972]. In

the superparamagnetic (SPM) state at B ∼ 0, the mean magnetic moments of granules

are randomly oriented, producing a significant tunnel resistance. With applied magnetic

field, the moments get aligned along the field direction, then decreasing tunnel resistance

defines a negative magnetoresistance (MR).

Fig. 5.12a shows representative room-temperature MR curves for both thickness

values. Notice steeper dependence of MR(H) at low fields on growing thickness from

t = 0.7 to 0.9 nm. Such decrease of the low field MR sensitivity with decreasing thickness

prevails at all the measured temperatures. In this context, the low field MR(H) sensitivity

was reported before to reach its sharp maximum at critical thickness t∗ = 1.3 nm (at

room temperature) [Kakazei et al., 2001 and Sousa et al., 2001] and then to decrease upon

decreasing thickness, mainly due to weakening of magnetic dipolar interactions ∼ 1/r3,

with increasing inter-granule distance r. In the SPM state, one can try to fit the MR

data with the known Inoue-Maekawa law for three-dimensional granular films [Inoue and

Maekawa, 1996]:

MR =
P 2M2

1 + P 2M2
,

with the ratio P = (D↑−D↓)/(D↑+D↓) of densities of states D↑(↓) of majority (minority)

Fermi electrons and the magnetization M (again expressed by the Langevin function).
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Figure 5.12: (a) Field dependence of room-temperature MR at different thicknesses t = 0.7, 0.9,
where the Inoue-Maekawa (IM) law for 3D granular films [Inoue and Maekawa, 1996] is used for
fitting MR vs H; (b) IM fits at different temperatures for t = 0.7 nm (similar fits result for t = 0.9
nm).
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Even though the Inoue-Maekawa law can reasonably fit the magnetoresistance data, the

found fitting parameters are different from those estimated from the magnetization curves,

M(H). The respective µ/µB values (µB the Bohr magneton) inferred from M(H) and

MR fits are shown in Fig. 5.13. This relevant discrepancy shows that the Inoue-Maekawa

formula (derived for a 3D granule distribution) does not fully describe layered systems.

In such systems, the in-plane correlations prevail over the inter-plane ones, imposing an

essential correction to this classical law written as:

MR(θ) =
P 2 (1− 〈cos θ〉⊥)
1− P 2〈cos θ〉⊥ , (5.35)

with the average 〈 〉⊥ limited to granules in the same layer [Kakazei et al., 1999]. Unfortu-

nately, a direct experimental access to this average is not available, but it is expected to be

high at RT (due to the in-plane dipolar coupling) and to decrease near and below Tb (when

a short-range disorder onsets). For this reason, a significant low temperature increase of

maximum MR is observed (as shown in Fig. 5.15). Corrections to the Inoue-Maekawa

model are often necessary to properly fit the experimental data. For instance, Z. Mao et

al. [Mao et al., 2008] has also presented a correction to the Inoue-Maekewa formula taking

into account, phenomenologically, the field-dependent correlation length arising from the

interparticle coupling in the SPM state. With such a correction they were able to properly

fit the results of Hattink et al. [Hattink et al., 2006].

It is interesting that both thicknesses lead to a similar maximum MR ∼ 6% with

H ≈ 10 kOe at RT, Fig. 5.12a. These values are slightly lower of those observed for the

same batch films with t = 1.0 nm subjected to equal fields [Kakazei, 2001]. In fact, higher

values can be deduced from extrapolation of the Inoue-Maekawa law through saturation

field values (H ≈ 50 kOe). Doing so the maximum MR values of ∼ 8% and ∼ 6.5% were

found for the t = 0.7 and 0.9 nm samples, respectively. Anyway, our ratios are higher than

the ones reported by Bruc̆as et al. [Bruc̆as et al., 2007] studying DMIM’s of [Ni81Fe19(t

nm)/Al2O3(1.6 nm)] type and recently by Garćıa-Garćıa et al. [Garćıa-Garćıa et al., 2009]

considering [Fe(t nm)/MgO(3 nm)] multilayers.

Further on, an interesting critical behavior of maximum MR, maximum MR field

sensitivity, and field Hi of maximum field sensitivity vs t (at RT) is found near the

SPM/SFM transition tc ≈ 1.3 nm, Fig. 5.14. The phase transition occurs at the passage
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calculated from the fits to the magnetoresistance, MR (•), and from the magnetization curves,
M(H) (¥).

from low to high t and displays a mean-field-like critical behavior when t approaches tc

from below with the field Hi playing the role of an order parameter from the SPM side,

it follows the typical law: Hi(t) ≈ H0
√

tc − t, with H0 ≈ 1.14 kOe. This transition

is different from the formerly reported percolation-like behavior at approaching tc from

above [Kakazei et al., 2003 and Sousa et al., 2001].

Moreover, the temperature dependence of MR is shown in Fig. 5.15, both thicknesses

have anomalous dependencies of MRmax on temperature. At T ∼ 40K, a significant

enhancement of MRmax appears, in agreement with the low temperature increase of

MR reported in literature, [Mitani et al., 1998 and Zhu and Wang, 1999]. Then, both

thicknesses display a tendency to slowly decrease with growing temperature up to T ∼ 160

and 220 K, for t = 0.7 and 0.9 nm, respectively. Finally, above T ∼ 220 K, the difference

between MRmax values for the two thicknesses almost disappears, Fig. 5.13. Interestingly,

MRmax vs T is not properly fitted by the MRmax ∝ T−1 law proposed by Helman and

Abeles [Helman and Abeles et al., 1976] neither by the MRmax ∝ exp(−kBT/Em) law by

the Mitani et al. model [Mitani et al., 1998].

Anomalous MR temperature dependencies have been reported previously by Dey

et al. in La0.7Ca0.3 MnO3 and La0.67Sr0.33MnO3 nanoparticles, [Dey and Nath, 2006].
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Figure 5.15: Maximum MR (H ≈ 9 kOe) temperature dependence for both the thicknesses:
t = 0.7 nm and t = 0.9 nm.

These authors found that MR is constant up to T ∼ 220 K and drops sharply after

this temperature. Moreover, Bhattacharjee et al. [Bhattacharjee et al., 2007] found in a

calorimetric study an anomalous region around T ∼ 200 K, claimed to be due to freezing

of the orientational motion of the H2O molecules present in the material.

Intriguingly, the temperature dependence of the MR loops for t = 0.9 nm reveals

an anomaly consisting in a sudden change from a noisy behavior with MR ∝ |H| (for

H → 0) at T . 220 K to a low noise and MR ∝ H2 behavior as is shown in Fig. 5.16.

This crossover temperature coincides with the temperature in which the I-V curves became

noisy. This suggests that water contamination in our samples indeed causes a degradation

of the I-V characteristics due to charge carriers trapping as well as a degradation of the

MR. It is important to mention again that all the measurements were carried out in high

vacuum. Even so and as mentioned before, it is known that water absorbed during sample

processing and handling is very difficult to be removed.

Finally, the voltage dependence of MR shows no appreciable change in MR for bias

voltage from ∼ 0 to 30V (not shown). This contrasts with the high voltage dependence

of MR in common magnetic tunnel junctions. Actually, a bias-independent MR has very

important technological applications since MR ratios in granular films, although smaller

than in MTJ, can be used in a wider range of bias voltage for a variety of electronic
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Figure 5.16: Sudden change from a noisy MR behavior to a low noise behavior at T ∼ 220 K for
t = 0.9 nm.

applications and keeping the same MR performance.

5.4 Resistive switching effects

In this Section, it is shown that the diluted magnetic granular samples studied

in the previous Section also have interesting electrical switching properties, making them

highly attractive for resistance random-access memory (ReRAM) applications, besides the

common spintronic purposes. Further on, some interesting features were revealed, which

may help to better understand the physics behind resistive switching. Is it important to

mention that this Section is essentially focused in the t = 0.9 nm sample.

5.4.1 Resistive switching phenomena

Switching behaviors can be divided into two main classes: unipolar and bipolar. In

unipolar RS, the switching direction depends on the amplitude of the applied voltage, but

not on the electrical field direction (RS happens for both negative and positive voltages).

Initially, the sample is in a high-resistance state (OFF) and is put into a low-resistance

state (ON) by the application of high voltages. In the literature this is referred to the

forming process. After the forming stage, the sample can switch from ON to OFF by
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applying a reset voltage, and switch back to ON with a set voltage, typically larger than

the reset voltage. Otherwise, in bipolar RS, a directional resistive switching appears, that

depends on the polarity of the applied voltage. A very interesting review about bipolar

switching can be found in Ref. [A. Sawa, 2008].

Furthermore, there are two main RS mechanisms discussed in the literature. A

very popular one is the formation of filamentary conducting paths through the insulating

matrix. In this context, switching is explained by reversible formation, in the set process,

and rupture, in the reset process, of conduction filaments created in the insulator during

the forming process. Details about this type of switching mechanism are presented in Ref.

[Waser and Aono, 2007]. The other one is an interface path mechanism, in which the

resistive switching takes place at the interface between the metal electrode and the oxide.

It has various explanations, for example, electrochemical migration of oxygen vacancies

[Nian et al., 2007], trapping of charge carriers [Fujii et al., 2005], and a Mott transition

induced by carriers doped at the interface [Oka and Nagaosa, 2005]. Lets consider in more

detail the basic processes for the mentioned mechanisms.

5.4.2 Forming process

Initially, the granular thin films behave as insulating1 materials, in the OFF state.

In this state, current-voltage (I-V) characteristics where measured by scanning the applied

voltage from zero up to successively higher voltages. They exhibit a symmetrical behavior

with a typical resistance of ∼ 1 GΩ and little hysteresis. Such behavior is seen in Fig.

5.17a for the negative bias run.

When the scanning voltage range increases up to 30 V, the negative bias region

maintains its normal behavior, however, in the return scan of the positive bias sweep,

irregular behavior appears. The current becomes very noisy and its average value inde-

pendent of voltage in the range from 30 to 10 V. Then, at 10 V, an abrupt switching event

occurs increasing the current by more than two orders of magnitude, the ON state. After

switching to ON, the noise in current also disappears.

After this event, the device I-V characteristics are from now on definitely modified

and exhibit the behavior shown in Fig. 5.17b. As already mentioned this change in the

behavior after a stressing voltage is known as forming process and is commonly reported

1In fact, it was just in this state that all the previous measurements were done.
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(a)

(b)

Figure 5.17: (a) Current-voltage (I-V) plots showing a sudden and irreversible change (forming
process). In the positive-bias return-voltage scan the current becomes noisy and switches between a
low and a high conductive state at around 10 V. (b) I-V characteristics of a device obtained after
forming.(Notice the logarithmic vertical scale of these plots).
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for other memory devices as previously noted [Blessing, 1978].

5.4.3 Memory resistive switching

Once the device is formed, the I-V characteristics can be programmed from a typical

OFF state to an ON state. The up-scanning curve in the ON-state has a sudden drop at

around 10 V, followed by a noisy behavior. This type of I-V characteristics resembles very

much the negative differential resistance (NDR) characteristics reported in the literature

for other memory devices [Tu et al., 2006]. Reliable switching is now obtained by voltage

pulses below and above the sharp drop in the current at the critical voltage of 10 V. For

instance, switching from OFF to ON is achieved by applying a set voltage that is lower

than 10 V. On the other hand, voltage pulse above the threshold voltage of 10 V must

be applied to reset the device back to OFF. This type of switching behavior is typical for

many insulating oxides. The ON and OFF states are stable for periods of several days.

It is possible that these retention times are even longer but no detailed studies have been

conducted yet.

5.4.4 Threshold resistive switching

Still, in one of the samples an additional effect was encountered, that might give an

important insight on the way the effect occurs. After many cycles between the ON and

OFF states, the low-voltage range begins to show a different behavior, as shown in Fig.

5.18. Most interestingly, there exists a switching of the PDR type (positive differential

resistance): switching to ON occurs for higher biases, as can be seen in the figure. This

switching is highly reproducible, occurring always at exactly the same threshold voltage,

V = 1.5 V, and it corresponds to a weak programming field of the order of ∼ 150 V/cm.

Nonetheless, the retention time of the ON state is in a time scale of 1 − 3 minutes and

the device thus no longer behaves as a non-volatile memory. Non-volatile RS is called in

literature the threshold resistive switching.

In addition, switching was also studied using small-signal impedance measurements.

It was observed that resistive switching is accompanied by a single step change in capac-

itance from 2 pF to 15 pF at the same threshold voltage, as shown in Fig. 5.19a. When

scanning the voltage slowly, it is possible to observe a series of capacitance jumps between

the low and high capacitance states. These transitions are always located in a narrow
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Figure 5.18: Low-bias region of the final bistable current-voltage characteristics observed after
many ON/OFF cycles.

voltage range which overlaps with the voltage range where resistive switching occurs.

This change between the two voltage independent capacitance states indicates that there

are only two discrete states in the sample. As discussed above, RS is often attributed

to the formation of filaments across the sample [Waser and Aono, 2007]. Even so, the

observation here that the capacitance systematically switches between well-defined initial

and final values, even after repeated switching as shown in Fig. 5.19b, seems counter-

intuitive in a filamentary type of conduction. It is implausible that for every switching

event, the same exact number of identical filaments are formed. Also one has to note that

a single filament would be unable to carry the current observed (∼ 0.1 mA). Therefore,

this observation of discrete capacitance states cannot be simply explained by a discrete

filamentary type of conduction.

5.4.5 New switching mechanism

The switching mechanism proposed here is mainly focused on the high electrical

fields locally created when a single electron tunnels between neighbor grains. Just before

the jump the local field can rise up to ∼ 106 V/cm that is orders of magnitude higher
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Figure 5.19: (a) Step change in capacitance accompanying the resistive switching (f =1 kHz).
(b) Capacitance jumps between two discrete states occurring at a constant voltage.
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than the external (uniform) applied field, typically of ∼ 102 − 103 V/cm, and such a high

local field can act on the defects in the insulating matrix, created during the forming

process. This action can promote an atomic reconfiguration and thus facilitate tunneling

processes between the grains, reducing the waiting time for a new tunneling event and

increasing conductivity. If this reconfiguration process is extended through the whole

sample, by an avalanche process of successive accumulation in the grains (not yet activated)

and new reconfiguration events induced in their vicinity, conductive clusters can rapidly

merge together reducing substantially the electrical distance between the electrodes. Such

reduction also enhances the external applied field, reinforcing the process.

In this context, the increase in the capacitance is caused by the increase of free carrier

density due to higher conductivity of layers containing the nanoparticles approximating

the film capacitance to that of two parallel plate capacitor, formed by the gold electrodes

and the conductive layer, which is a huge increase.

Obviously, both thermal energy and Joule effect are crucial in this mechanism and

their role in switching phenomena have recently been clarified in Ref. [Chang et al., 2009].

These effects also explain why two types of switching are found in these samples. First,

the threshold RS, occurring at low bias, results from a metastable state of the reconfigured

(highly conductive) matrix induced by low fields. In this case, when the field is removed,

thermal energy can overcome the small energy barrier of such metastable state easily,

recovering the initial low conductive state without any memory effect. Otherwise, if a

high enough field is applied, a deep energy minima can be formed and the high conductive

state is now more stable upon thermal activation, so a non-volatile (memory) effect can

appear. In this configuration, a highly conductive state is maintained even without

electrical field. If the voltage is further increased, well above the OFF/ON threshold

voltage, a definitive (irreversible) highly conductive state is imposed and switching no

longer occurs. A similar mechanism of electromigration of defects was suggested by J.

Ventura, an IFIMUP member, in AlOx based magnetic tunnel junctions [Ventura et al.,

2007]. Very interesting details about this effect can be found in his thesis [Ventura, 2006].

Additionally, the importance of grains in the overall switching mechanism was

discussed in Ref. [Guan et al., 2007]. In this work, a capacitor-like ZrO2 structure with

a middle Au granular layer was studied, and a clear demonstration that existence of a

granular layer improves greatly the device yield compared with simple ZrO2 structures
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Figure 5.20: Phenomenological model to explain the formation of a network of conducting paths
across the sample.

without this layer.

To, finally, exemplify this model the sample is represented by a network of N

capacitors separated by a distance ∆d, as shown in Fig. 5.20. The total applied field cross

a straight path is then E = V/(N∆d), where V is the applied voltage. If two neighbor

regions merge together this is equivalent to a local electrical shortcut as shown in the path

2 in Fig. 5.20. The electric field across this particular path rises to E = V/[(N −Nsc)∆d],

where Nsc is the number of shortcuts. The higher electric field will favor the merging of

more regions. Eventually, a cascade of connections will occur that rapidly creates an array

of conducting paths across the entire sample in an avalanche process.

5.5 Conclusions

This chapter was constituted by two main parts: one devoted to the theoretical

analysis of electronic transport in nanostructured granular films and the other to the

experimental study of the magnetic and transport properties of granular multilayers,
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Al2O3/Co80Fe20.

Theory revealed that the conduction in the free-area is basically ohmic and in the

contact-area relevant non-linear effects appear. It is shown that for certain values of

applied voltage the I-V curves follow a 3/2 power-law. This behavior agrees well with the

experiments.

Additionally, the magnetic measurements revealed a narrow distribution of small

sized granules in the super-paramagnetic state. The blocking temperature is found to

increase with the films nominal thickness. Current-in-plane charge transport studies

indicate thermal assisted tunneling, and a reasonable magnetoresistance ratio at room

temperature is found. The study of magnetoresistance vs nominal thickness of granular

layer permitted to detect critical behavior and to establish effective critical parameters

of superparamagnetic/superferromagnetic transition. The importance of in-plane near

neighbor granule correlations is evidenced by comparing magnetic and magneto-transport

measurements. An unexpected temperature dependence of maximum magnetoresistance

is found, with a significant decrease above a certain temperature (different from the

blocking temperature) and unusual noisy behavior either in magnetoresistance and I-V

characteristics was found near this temperature. This anomaly is attributed to water

contamination (during processing/handling of samples). Water-related traps cause a

reduction of the overall device current. This behavior appears suddenly at ≈ 200 K,

suggesting its relation to a phase transition of supercooled water.

Furthermore, it was shown that the so-called negative differential resistance (NDR)

region often observed in the current-voltage characteristics of memory devices is, in these

structures, unusual and consists of a single abrupt switching event, and the impedance

data reveal that there are only two capacitance states involved in the resistive switching,

showing that switching is between two well-defined discrete states. The samples showed a

large dynamic range of the resistance change. Most interesting, the threshold voltage for

switching is highly reproducible and corresponds to a weak programming field, 150 V/cm,

making these devices compatible with CMOS technology, an advantage for a realistic

commercial device application. The discrete nature of capacitance switching presented

here provides interesting information. While it is becoming accepted that switching is due

to the establishment of discrete conducting filaments, the present results strongly suggests

that, upon switching, there is also a charge trapping process in the device.
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At least, this work thus also draws attention to the fact that the use of these granular

materials in magnetic devices should also take their electrical resistive switching properties

into account.



Chapter 6

Conclusions and Future Work

This thesis was mostly concerned with spin-dependent transport in magnetic nanos-

tructures, such as magnetic multilayered junctions and magnetic granular thin films. The

work was divided into two parts, one dedicated to the theoretical analysis of magnetic

multilayered junctions and the second to the experimental study of magnetic granular thin

films. Various conclusions were drawn and several ideas for future work were formulated,

these will be summarized in the following:

6.1 Theory

6.1.1 Conclusions

The first five Sections of Chap. 3 were devoted to the investigation of single spacer

junctions in the single-band tight-binding approximation revealing an enhancement of the

magnetoresistance performance, higher than ∼ 3000% (at zero temperature), when the

atomic energy values of the spacer, εg, crossed from the ones typical for tunneling to those

of metallic regimes, εg ∼ 1 eV, in the so called shallow band regime. Another important

feature found for this gate voltage regime is the calculated oscillatory behavior of MR

with the number of atomic planes in the spacer.

In Sec. 3.6 of the same Chapter, the generalization of the model for a more realistic

situation, including the effects of applied electrical voltage and finite temperature, revealed

a monotonic decrease of ε∗g, specific for shallow band regime effect, with temperature from

ε∗g ∼ 1 eV at zero temperature to ε∗g ∼ 0.5 eV at room temperature, but still with a

142
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measurable magnetoresistance performance of ∼ 700% at this temperature.

Further, in the next Section, Sec. 3.7, it was shown that already in absence of exter-

nal electrical field, an essential perturbation of the equilibrium Fermi distribution appears

for the antiparallel magnetic configuration of electrodes, leading to reduced occupation of

one of the spin subbands (minority for negative or majority for positive band dispersion).

This effect can locally influence the polarization of charge carriers and subsequently the

magnetoresistance of the device.

At the end of Chap. 3, in Sec. 3.8, the fundamentals of charge and spin-torque

transfer were also considered showing the possibility to calculate the dependence of both

charge and spin currents in function of different parameters of the system (set invariable

in usual treatments).

In Chap. 4, the examination of complex multilayered magnetic structures using

a simple matrix method (in the tight-binding approximation) revealed various resonant

features causing even more significant magnetoresistance enhancement compared to that

in simple trilayer case, reaching ∼ 15000% values (for a junction of FIFNFIF type). In

addition, this method allows the calculation of the magnetoresistance for an arbitrary

multilayered system and can be readily used to investigate other types of junctions.

Finally, in Chap. 5 theoretical analysis of tunnel transport processes was done in a

square lattice of metallic nanogranules embedded into insulating host. Based on a simple

mean-field kinetic theory it was shown that the conduction in the free-area was basically

ohmic and in the contact-area relevant non-linear effects appear. Also, it was found that

for certain values of applied voltage the I-V curves follow a 3/2 power-law.

6.1.2 Future Work

There are many ideas that could be worth to be explored in future works.

1. It is important to generalize the single-band model to two bands with the aim of

understanding how magnetoresistance performance will be affected upon passing to

a more realistic band structure.

2. The effect of imperfections and lattices defects on the magnetoresistance should be

considered.

3. It is also relevant to study junctions with semiconductor spacers and to investigate
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the role of doping, for example, by magnetic materials. These studies could clarify

which materials could be used to prepare real magnetic tunnel junctions with high

magnetoresistance performance.

4. The model presented in this thesis for coherent spin-transfer torques could be ap-

plied in the context of the Landau-Lifshitz-Gilbert-Slonczewski equation to analyze

possible new magnetization switching mechanisms arising from resonant effects near

the shallow band regime.

5. It would be also interesting to study the spin-transfer torque across ferromagnetic/

superconductor/ ferromagnetic junctions. This effect was never considered in litera-

ture but could give an important insight for a new generation of spin-transfer torque

based devices.

6.2 Experimental

6.2.1 Conclusions

Chapter 5 was dedicated to the study of diluted magnetic granular multilayered

nanostructures. The Subsec. 5.2.1 revealed a slight deviation from the superparamagnetic

state due to dipolar interactions among neighbor grains. The blocking temperatures are in

the order of ∼ 40 K, decreasing with the applied magnetic field. The anisotropy constant

values found, ∼ 1.4× 106 erg cm−3, are higher than the typical bulk ones, due to surface

effects.

In the Subsec. 5.2.2, charge transport measurements were performed in the current

in plane geometry using two gold contacts evaporated on top of the samples. Current

versus temperature measurements revealed activation energies typical of thermally assisted

tunneling.

The next Subsection of the same Chapter, Subsec. 5.2.3, analyzed the magneto-

transport properties of the samples. The data revealed that at room temperature magne-

toresistance has a sizeable value of 6% at fields of H ∼ 10 kOe, and from an extrapolation

of the Inoue-Maekawa law it is expected that magnetoresistance could reach ∼ 8% near

the saturation field, Hs ∼ 50 kOe.

Further, in Sec. 5.3, resistive switching properties also found in these samples (using
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the same current geometry) were considered. It was shown that the resistive switching is

followed by a capacitive switching of discrete nature, leading to the development of a new

model for resistive switching phenomena, different from the common filamentary theory.

6.2.2 Future Work

Similarly to what happened in the theoretical part of the present thesis, plenty of

new ideas appeared during its realization.

One promising perspective is the preparation of Fe/Cr/Fe and Co/Ru/Co in order

to achieve the predicted MR enhancement near the shallow band regime. This work

has already begun in the INESC-MN laboratories lead by Prof. Paulo Freitas with

the collaboration of the post-doc researcher Jiangwei Cao, and now it should deserve

a new attention. Other interesting possibility will be the preparation of organic spin-

valves, like Fe/Pentacene/Fe, and compare the results with the model described above

for semiconductor junctions. In fact, organic spintronics is an emergent field and relevant

results are now been found.

Regarding the granular samples studied, it will be important to perform dielectric

constant measurements in order to precisely determine the dielectric constant of this

materials. Further, there are three experiments, not yet conducted, that are crucial to the

understanding of the resistive switching properties:

1. Realization of ON/OFF cycles to test the reliability of the memory effect, and to

estimate the switching and dead times;

2. Determination of the retention time;

3. The thermal dependence of resistive and capacitive switching that could clarify the

importance of thermally activated process in the resistive switching.

Further on, it could be helpful to prepare new samples maintaining the Al2O3 matrix,

but replacing CoFe by other metal, including non-magnetic ones, for example, gold (Au).

This will elucidate the role of granules in the switching events.

Alternatively, there are new promising materials that could present a valuable mag-

netoresistive and resistive switching performance, for instance, granular CoFe embedded
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into a MgO matrix. It is expected that coherent transport effects could enhance the MR

of these devices, in a similar way as it does in common MgO tunnel junctions.



Appendix A

The orthogonalized eigen-states of the TB Hamiltonian, Eq. (3.50), can be built

from its non-orthogonal eigen-states |α〉, Eq. (3.55), for instance, with the known Gram-

Schmidt procedure [Abramowitz and Stegun, 1964]. However, its algorithm of subsequent

orthogonalization with respect to an arbitrarily chosen state can be optimized to a certain

extent, taking account of the specific spin-incidence symmetry of the present problem. In

this course, the first step is to build pairs of mutually orthogonal states from the states

|α〉 with the same incidence:

|1〉 and |2} =
|2〉 − 〈1|2〉|1〉

W12
,

|3〉 and |4′〉 =
|4〉 − 〈3|4〉|3〉

W34
. (A1)

where W12 =
√

1− |〈1|2〉|2, W34 =
√

1− |〈3|4〉|2. Then the common Gram-Schmidt

routine is followed for the |3〉, |4′〉 states with respect to the pair |1〉, |2} (already the

elements of true basis), resulting in two next elements of this basis:

|3} =
|3〉 − 〈1|3〉|1〉 − {2|3〉|2}

W123
,

|4} =
|4′〉 − 〈1|4′〉|1〉 − {2|4′〉|2} − {3|4′〉|3}

W1234
, (A2)

where W123 =
√

1− |〈1|3〉|2 − |{2|3〉|2 and W1234 =
√

1− |〈1|4′〉|2 − |{2|4′〉|2 − |{3|4′〉|2.
These formulas involve the following scalar products of modified states expressed through

the scalar products of spin-incidence states:

{2|3〉 =
〈2|3〉 − 〈2|1〉〈1|3〉

W12
,

〈1|4′〉 =
〈1|4〉 − 〈1|3〉〈3|4〉

W34
,

{2|4′〉 = (〈2|4〉 − 〈2|3〉〈3|4〉 − 〈2|1〉〈1|4〉

+ 〈2|1〉〈1|3〉〈3|4〉) / (W12W34) ,

{3|4′〉 =
[〈3|4〉|123| − 〈1234〉/ (

1− |〈1|2〉|2)] / (W12W34) ,



with the following combinations of spin-incidence scalar products:

|123| = |〈1|3〉|2 + |〈2|3〉|2 + |〈1|2〉〈2|3〉|2

− 2Re (〈1|2〉〈2|3〉〈3|1〉) ,

〈1234〉 = 〈3|1〉〈1|4〉+ 〈3|2〉〈2|4〉

− 〈3|2〉〈2|1〉〈1|4〉 − 〈3|1〉〈1|2〉〈2|4〉.

Finally the spin-incidence scalar products are expressed through the transport coefficients

as:

〈1|2〉 =
Ω1Ω2

2

(
r̂†1r̂2 + t̂†1t̂2

)
,

〈1|3〉 =
Ω1Ω3

2

(
r̂†1t̂3 + t̂†1r̂3

)
,

〈1|4〉 =
Ω1Ω4

2

(
r̂†1t̂4 + t̂†1r̂4

)
,

〈2|3〉 =
Ω2Ω3

2

(
r̂†2t̂3 + t̂†2r̂3

)
,

〈2|4〉 =
Ω2Ω4

2

(
r̂†2t̂4 + t̂†2r̂4

)
,

〈3|4〉 =
Ω3Ω4

2

(
r̂†3r̂4 + t̂†3t̂4

)
. (A3)

Besides, the detailed calculation of different contributions to the orthogonalization

coefficients Oζ,α can be facilitated by using specifical diagramatic technics where the

products of matrix elements are represented by certain complexes of straight lines. Each

line joins two points α and α′ from a sequence 1,2,3,4 (seen as vertices of a square) and

represents a matrix element 〈α|α′〉. The advantage of this approach is the easier way to find

the common factors in numerators and denominators and to do their proper cancellations.

An example of such diagrams is given in Fig. 6.1.

Using the above equations, Eq. (A3), the orthogonalization coefficients Oα,ζ are



<1|4> - <1|4>|<2|3>|
2

- <1|2><2|4> - <1|3><3|4>

+   <1|2><2|3><3|4> +   <1|3><3|2><2|4>

Figure 6.1: An example of using the diagrammatic technics for calculation of orthogonal
eigenstates. The set of diagrams defining the numerator of the orthogonalization coefficient O41 in
Eq. (A4).

defined as:

O11 = 1,

O21 = −〈1|2〉
W12

,

O22 =
1

W12
,

O31 =
−〈1|3〉+ 〈1|2〉〈2|3〉

W123W12
,

O32 =
−〈2|3〉+ 〈2|1〉〈1|3〉

W123W12
,

O33 =
W12

W123
,

O41 =
W124

[〈1|4〉 (W 2
12 − |〈2|3〉|2 + |〈1|2〉〈2|3〉|2)−W 2

12 〈1|2〉〈2|4〉
]

W1234W123
,

O42 =
W123

[〈2|4〉 (W 2
12 − |〈2|3〉|2 + |〈1|2〉〈2|3〉|2)−W 2

12 〈2|1〉〈1|4〉
]

W1234W124
,

O43 = −W 2
12 〈3|4〉 − 〈3|1〉〈1|4〉 − 〈3|2〉〈2|4〉+ 〈3|1〉〈1|2〉〈2|4〉+ 〈3|2〉〈2|1〉〈1|4〉

W1234
,

O44 =
W12W123

W1234
, (A4)



with the explicit values for the W coefficients as:

W12 =
[
1− |〈1|2〉|2]

1
2 ,

W123 =
[
W 2

12 − |〈1|3〉|2 − |〈2|3〉|2 + 2Re (〈1|2〉〈2|3〉〈3|1〉)]
1
2 ,

W124 =
[
W 2

12 − |〈1|4〉|2 − |〈2|4〉|2 + 2Re (〈1|2〉〈2|4〉〈4|1〉)]
1
2 ,

W1234 =
[
W 2

123W
2
124 −

∣∣W 2
12 〈3|4〉 − 〈3|1〉〈1|4〉 − 〈3|2〉〈2|4〉

+〈3|1〉〈1|2〉〈2|4〉+ 〈3|2〉〈2|1〉〈1|4〉|2
] 1

2
,

(A5)



Appendix B

Lets consider the equation:

d

dξ
[g (σ) + τ ]

dσ

dξ
− k2σ = 0 (B1)

with certain boundary conditions σ(0) = σ0, σ′(0) = σ′0, resulting from Eqs. 5.25,5.26.

For a rather general function g (σ) it is possible to define the function:

f (σ) =
∫ σ

0
g

(
σ′

)
dσ′, (B2)

then Eq. B1 presents itself as:

d2F (ξ)
dξ2

= k2σ (ξ) , (B3)

where F (ξ) ≡ f [σ(ξ)] + τσ(ξ). Considered irrespectively of ξ:

f(σ) + τσ = F, (B4)

this equation also defines σ as a certain function of F : σ = σ(F ). Hence it is possible to

construct the following function:

ϕ (F ) = 2
∫ F

0
σ(F ′)dF ′. (B5)

Now, multiplying Eq. B3 by 2dF/dξ, the equation becomes:

d

dξ

(
dF

dξ

)2

= k2 dϕ

dξ
, (B6)

with ϕ(ξ) ≡ ϕ[F (ξ)]. Integrating Eq. B6 in ξ, a 1st order separable equation for F (ξ) is

obtained:

dF

dξ
= ±k

√
ϕ(F ). (B7)

It is expected that the function F decreases at going from ξ = 0 into depth of interface

region, hence choose the negative sign on r.h.s. of Eq. B7 and obtain its explicit solution

as:



∫ F0

F (ξ)

dF ′
√

ϕ(F ′)
= kξ (B8)

with F0 = f(σ0) + τσ0. Finally, the sought solution for σ(ξ) = σ[F (ξ)] results from

substitution of the function F (ξ), given implicitly by Eq. B8, into σ(F ) defined by Eq.

B4. Consider some particular realizations of the above scheme.

For simplified function g(σ) given previously, the explicit integral, Eq. B2, is given

in the form:

F (σ) = f (σ) + τσ =

(
τ +

√
ρ2
0 + σ2

2
− ρ2

0 −
σ2

3

)
σ + ρ2

0 ln

√
σ +

√
ρ2
0 + σ2

ρ0
. (B9)

In the case σ ¿ ρ0 ¿ 1 (Regime I), Eq. B9 is approximated as:

F ≈ (ρ0 + τ) σ +
σ3

6ρ0
, (B10)

hence σ(F ) corresponds to a real root of the cubic equation, Eq. B10, and in the same

approximation of regime I it is given by:

σ (F ) ≈ F

ρ0 + τ

(
1− 8F 2

σ2
1

)
, (B11)

with σ1 = 4
√

ρ0(ρ0 + τ)3. Using this form in Eq. B5, it results in:

ϕ (F ) ≈ F 2

ρ0 + τ

(
1− 4F 2

σ2
1

)
, (B12)

and then substituting into Eq. B8:

ln

[
1 +

√
1− (2F/σ1)

2

]
F0

[
1 +

√
1− (2F0/σ1)

2

]
F

= λξ. (B13)

Inverting this relation, an explicit solution for F (ξ) is defined:

F (ξ) ≈ F0e−λξ

[
1 +

F 2
0

σ2
1

(
1− e−2λξ

)]
. (B14)

Finally, substituting Eq. B14 into Eq. B11, the result of Eq. 5.29 is presented in Fig. 6.2.

In a similar way, for the regime II it is found:



Figure 6.2: Charge density and current distribution in CA region (regime I).

F (σ) ≈ σ (τ + σ/2) ,

σ (F ) ≈
√

2F + τ2 − τ,

ϕ (F ) ≈ 2
3

[(
2F + τ2

)3/2 − τ
(
3F + τ2

)]

F (ξ) ≈

F

1/4
0 − λ1ξ +

3τ

25/4
(
F

1/4
0 − λ1ξ

)



4

, (B15)

with λ1 = k/(23/4
√

3), obtaining the charge density distribution (Fig. 6.3):

σ (ξ) ≈ (√
σ0 + τ − λ1ξ

)2 − τ. (B16)

This function seems to turn zero already at ξ = (
√

σ0 + τ − √
τ)/λ1, but in fact

the fast parabolic decay by Eq. B16 only extends to ξ ∼ ξ∗, such that σ(ξ∗) ∼ ρ0, and

for ξ > ξ∗ the decay turns exponential, like Eq. 5.29. The I -V characteristics, Eq. 5.32,

follows directly from Eq. B16.



Figure 6.3: Charge density in regime II. A fast decay is change to a slower exponential law, after
density dropping below the characteristic value ρ0.



Appendix C

In order to fit the low-field magnetization dependence on temperature, we use the

model by Respaud et al. [Respaud et al., 1998], that presents the total magnetization

M(H) as a sum of contributions by SPM and blocked granules in the linear response

approximation. The zero-field-cooled (ZFC) and field-cooled (FC) magnetizations are

respectively given by the formulae:

MZFC(T, H) = M2
s H (I1 + I2) ,

MFC(T, H) = M2
s H (I1 + αI2) , (C1)

where Ms is the granule saturated magnetization (taken temperature independent), V is

the volume of ferromagnetic materials, α is related with the measurement time and is very

often set as 30 s (but not necessarily), and the integrals

I1(T ) =
1

3V kBT

∫ vm(T )

0
v2f(v)dv,

I2(T ) =
1

3V Keff

∫ ∞

vm(T )
vf(v)dv

(C2)

include the log-normal distribution function for granule volumes:

f(v) =
V√

2πsvv
exp

[
−1

2

(
1
s2

ln2 v

v
+ s2

)]
, (C3)

with mean value v and standard deviation s. The integrals (C2) account for the con-

tributions by smaller (SPM, I1) and bigger (blocked, I2) granules, distinguished by the

characteristic volume vm = αkBT/Keff , where Keff is the effective uniaxial anisotropy

constant and the Brown’s theory [Brown, 1963] parameter (also present in Eq. (C1)) is

taken as α = ln (τmeas/τs) for given measurement and spin precession times, τmeas and τs.

Passing to the variable x = ln(v/v) and defining a usual Gaussian structure in the

resulting integrands, it can be found that:

I1(T ) =
v

6kBT
exp

(
3s2

2

)[
1 + Erf

(
1√
2s

ln
vm

v
−
√

2s

)]
(C4)



I2(T ) =
1

6Keff

[
1− Erf

(
1√
2s

ln
vm

v
− s√

2

)]
(C5)

These analytic formulas were used in Eq. C1 to fit the FC and ZFC magnetization data.
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