
Universidade de Évora - Escola de Ciências e Tecnologia

Mestrado em Engenharia Mecatrónica

Dissertação

Monitoring and control of a photovoltaic panel in real time
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Évora 2022
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Abstract 

 

Monitoring and control of a photovoltaic panel in real time 

 

The performance of the photovoltaic cell, among many factors, also depends on the accurate 

estimation of its internal and external parameters determined by I-V characterization, whose 

measurements are affected by noise and the resulting uncertainties. Their determination is of 

extreme importance and allows the monitoring of the maximum power point (MPP). 

The present work aims at designing an innovative numerical and simulation platform for op-

timal characterization purposes. It is a decision support software applied to the estimation of 

the photovoltaic cell five parameters. The modified Nelder-Mead Algorithm is implemented 

at its base, which allows the search for the optimum value of each parameter. Furthermore, 

through an experimental work, it is sought to show the performance of the developed algo-

rithm by applying indicators analysis, namely RMSE and R-squared. This algorithm will be 

also implemented in a low-cost embedded system where the purpose is to calculate the MPP. 
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Resumo 
 

Monitorização e controlo de um painel fotovoltaico em temo real 

 

O desempenho da célula fotovoltaica, entre muitos fatores, depende também da estimativa 

precisa dos seus parâmetros internos e externos determinados pela caracterização I-V, cujas 

medições são afetadas pelo ruído e pelas incertezas resultantes. A sua determinação é de ex-

trema importância e permite a monitorização do ponto de potência máxima (MPP). 

O presente trabalho visa a conceção de uma inovadora plataforma numérica e de simulação 

para fins de caracterização ótima. Trata-se de um software de apoio à decisão aplicado à 

estimativa dos cinco parâmetros de uma célula fotovoltaica. Na sua base encontra-se imple-

mentado o Algoritmo Nelder-Mead modificado, o que permite a procura do valor ótimo de 

cada parâmetro. Além disso, através de um trabalho experimental, pretende-se mostrar o de-

sempenho do algoritmo desenvolvido aplicando a análise de indicadores, nomeadamente 

RMSE e R-squared. Este algoritmo será também implementado num sistema integrado de 

baixo custo com o objetivo de calcular o MPP. 
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1 

 

CHAPTER 

   1                                Introduction 

 

 

This chapter focuses on the fundamental aspects of the work to be developed. It begins with 

an introduction which is followed by the motivations and purposes of the work. In this sense, 

the objectives will be defined, which can be found in the topic created for this effect. A bibli-

ographic review is presented, covering the historical development of solar cells up to state-

of-the-art applications. The chapter ends with a description of the dissertation structure. 

 

1.1. Opening Remarks 
 

The accelerated economic, population and technological growth that occurred in the 20th 

century increased exponentially the consumption of resources for the production of goods 

and energy, as well as improved the quality of life in cities. This advance was possible due to 

the use of electrical energy, mostly based on fossil fuels. The intense use of these non-renew-

able energy sources has contributed to the advance of industrialisation, but also brought neg-

ative results with the increase of greenhouse gases in the atmosphere, such as carbon dioxide 

(𝐶𝑂2) and methane (𝐶𝐻4), which cause impact to the quality of life of current and future 

generations. 

However, the oil crisis in the decade of 1970 made countries dependent on this fossil fuel 

look for alternatives for energy generation. The risk caused by 𝐶𝑂2 emissions from burning 

fossil fuels and the necessity to find alternatives to the use of coal and oil for generating 

energy have increased the demand for energy systems with renewable and clean sources, such 

as solar energy. 

Solar energy is the oldest source of energy. The sun was worshipped by many ancient civili-

sations as a powerful god. The first known practical application was drying for food preser-

vation. [1] 

The sun (Figure 1.1.1) is a sphere of extremely hot gaseous matter with a diameter of 1,39 × 

109 m. The sun is about 1,5 × 108 kilometres away from Earth. As thermal radiation travels 

with the speed of light in a vacuum (about 300,000 km/s), after leaving the sun, solar energy 

reaches our planet in 8 minutes and 20 seconds. It has a powerful temperature of 5760 K 

where in the central region it is higher than on the outer side. In reality, the sun is a nuclear 

fusion reactor, by means of which hydrogen is transformed into helium. [1] 
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Figure 1.1.1: Sun. [2] 

 

The Sun transfers energy to the Earth through the light it sends to us. Solar radiation refers to 

the electromagnetic radiation emitted by the sun. Due to the great distance between the sun 

and earth, only a tiny part of this radiation reaches the earth's surface, which corresponds to 

an energy quantity of 1 x 1018 kWh/year. Due to the eccentricity of the Earth's orbit around 

the Sun, our planet is closer to the sun in January than in July. Figure 1.1.2 shows the orbit 

described by the Earth around the Sun, outlining the angles made Earth-Sun. [3] 

 

 

Figure 1.1.2: Orbit described by the Earth around the Sun. [1] 

 

As it is known, solar energy has many applications. Without a doubt, this type of energy does 

not pollute, does not produce noise, and is used in systems with reliable and long-lasting 

systems. Solar energy can be subdivided into two main types of energy: thermal and photo-

voltaic. [4] 

The sun's energy can be harnessed as a source of heat to warm up or for producing electricity. 

In solar heating systems, heat is captured by solar collectors installed on the roofs of buildings 

or homes to heat water. Inside the collectors there are tubes through which the water circu-

lates, is heated and then stored in a reservoir. The objective of these systems is to heat water 

using directly the heat of the Sun, in a simple, clean and efficient way, saving other energy 

resources such as natural gas, coal and electric energy. [4] 

Figure 1.1.3 shows a residence that has solar collectors installed on its roof for water heating. 
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Figure 1.1.3: Solar thermal collectors for water heating installed on the roof. [4] 

 

Photovoltaic systems do not use heat to produce electricity, interpreting the word photovol-

taic, "photo" means produced by photon and the suffix "voltaic" refers to electricity produced 

by a chemical reaction. Therefore, as will be studied in the Chapter 2, photovoltaic technology 

allows to directly convert solar energy into electrical energy, normally using silicon as the 

converting material, and the electrical energy produced has a high degree of reliability. [4] 

Unlike solar thermal systems, which are employed to perform heating or to produce electric-

ity from the thermal energy of the sun, photovoltaic systems have the ability to directly cap-

ture sunlight and produce electric current. This current is collected and processed by control 

devices and converters, and can be stored in batteries or used directly in systems connected 

to the electrical grid. [4] 

Photovoltaic modules can be used on the roofs and facades of homes and buildings to supply 

local electricity needs, Figure 1.1.4 (a), or they can be used in the construction of electricity 

generating plants, Figure 1.1.4 (b). [4] 

 

 
(a) 

 
(b) 

Figure 1.1.4: Photovoltaic panels (a) Photovoltaic panels for electricity generation installed on the roof 

of a residence. (b) Photovoltaic electricity plant. [4] 

 

The increased use of renewable energies consequently brings competitiveness in the market. 

Due to these factors, according to a study carried out by the International Renewable Energy 

Agency (IRENA), it is predicted that the costs of photovoltaic (PV) modules by 2025 could 

fall by between 18% and 22%. This results in an impressive combination: the price of renew-

able energy equipment decreases and at the same time it becomes more efficient. The total 

costs of a solar photovoltaic installation are made up of several components. However, for 
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simplicity, these are often separated into three categories: module, inverter and balance of 

system costs. [5] 

 

 

Figure 1.1.5: Global weighted average total installed costs of utility-scale solar PV systems and costs re-

ductions by source, 2015-2025 [5] 

 

The graph in Figure 1.1.5 shows that the price value of a 2015 installation is USD 1.8/W and 

it is expected to be a 57% reduction in its value to USD 0.8/W in a few 10 years, i.e. in the 

year 2025. 

 

 

Figure 1.1.6: Global weighted average total system costs breakdown of utility-scale solar PV systems, 

2009-2025. [5] 

 

Figure 1.1.6 shows the cost forecast at a more comprehensive scale represented by total costs 

and also simple cost breakdown, where the difference in each of the three categories is pre-

dicted. The value of the photovoltaic module stands out in particular, presenting an abysmal 

cost reduction. [4] 
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According to the Global Solar Atlas, Portugal is one of the European countries with the high-

est annual global index of solar radiation of 5.06 kWh/m2 per day, on average, as can be seen 

in Figures 1.1.7 (a) and 1.1.7 (b). 

 

 
(a) 

 

 
(b) 

Figure 1.1.7: Annual global radiation (a) Annual global radiation in Portugal.  (b) World solar radiation 

atlas. [6] 

 

By analysing the Figures mentioned above, it can be seen that there is a higher irradiance in 

southern Portugal. When close to the equator, the hottest regions in the world can exceed 

3000 kWh/m2, although in southern Europe it does not exceed 2000 kWh/m2. When com-

paring the global solar irradiation distributions of two different periods, it is possible to note 

a general variation. 

The solar radiation received in a location depends largely of some factors. [3] Nowadays, 

there are radiative transfer models (RTM) that allow estimating and simulating the solar irra-

diance. These models evaluate various parameters such as the day of the year, the angle of 

the solar zenith, local atmospheric pressure, local temperature, relative humidity, height of 

the ozone layer concentration, ozone concentration, single scattering albedo, terrestrial al-

bedo, among others. There is published literature where sensitivity studies to the input pa-

rameters are done. [7] 

 

1.2. Motivation 
 

Since 1880, the Earth's temperature raised 0.08º Celsius per decade, subsequently the rate of 

warming since 1981 is more than twice that: 0.18° C per decade. The average temperature of 

the planet is increasing because human activities are emitting large amounts of greenhouse 

gases (GHG) into the atmosphere. This could have consequences such as: health problems 

would become more frequent, economic activities would be seriously affected, wildlife would 

change resulting in the extinction of species, polar ice caps would melt, among others. The 

Figure 1.2.1 shows global temperature anomalies in 2021, where the warmest years occurred 

in the last decade. [8] [9] 
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Figure 1.2.1: Global temperature anomalies in 2021. [8] 

 

According to the map, in global warming temperatures do not rise at the same rate across the 

world, and can rise by 5ºC in one region and fall by 2ºC in others. [8] 

The emission of greenhouse gases (GHG) is being affected at a very fast pace, causing great 

imbalance, and thus promoting accentuated warming in a short period of time. This phenom-

enon began in the Industrial Revolution, when humanity began to use fossil fuels more in-

tensely to move their machines, and since then, GHG emissions have increased more and 

more. 

 

 

Figure 1.2.2; Forecast of energy consumption up to 2040. [10] 

 

There are different fossil fuels such as coal, petroleum derivatives (such as petrol and diesel 

oil) and natural gas. The graph in Figure 1.2.2 shows a forecast for energy use up to the year 

2040. It is predicted that the use of oil will keep increasing but the use of coal will decrease. 

[10] 
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The main global emission when these fuels are burnt, as shown in the Figure 1.2.3, are carbon 

dioxide (𝐶𝑂2), methane (𝐶𝐻4), nitrous oxide (𝑁2𝑂) and water vapour (𝐻2𝑂), 𝐶𝑂2 being the 

most relevant GHG, as it has the highest volume in these emissions. 

 

 

Figure 1.2.3: Global greenhouse gas emissions. [11] 

 

Many of today's human activities use energy and most of this energy comes from burning 

fossil fuels. The world's main source of electricity generation is coal. In transport, the energy 

used to power vehicles comes mainly from combustion. In industry, natural gas and other 

petroleum derivatives, such as fuel oil, are widely used. All this burning of fossil fuels emits 

large amounts of GHGs into the atmosphere. 

 

 

Figure 1.2.4: Prediction of temperature increase by 100 years as a function of carbon emissions. [9] 
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According to the data of the Figure 1.2.4 of the 2017 U.S. Climate Science Special Report, 

“if yearly emissions continue to increase rapidly, as they have since 2000, models project that 

by the end of this century, global temperature will be at least 5 degrees Fahrenheit warmer 

than the 1901-1960 average, and possibly as much as 10.2 degrees warmer. If annual emis-

sions increase more slowly and begin to decline significantly by 2050, models project tem-

peratures would still be at least 2.4 degrees warmer than the first half of the 20th century, and 

possibly up to 5.9 degrees warmer”. [9] 

In this sense, the necessity to use renewable energies arises. These energies are inexhaustible 

on a human scale compared to fossil fuels; have no environmental impact compared to energy 

sources derived from fossil fuels (coal, oil and gas), since they do not produce carbon dioxide 

or other greenhouse gases; the country becomes energetically independent. However, they 

may bring disadvantages related to investment costs. [12] 

In order to overcome some of these problems, photovoltaic energy can be used. Nowadays, 

the researches are focused on the following areas: 

• Materials for manufacturing photovoltaic cells; 

• Power conditionate technologies. 

Several studies have been carried out in order to identify the most efficient material to build 

a photovoltaic cell, such as the article. [13] On the other hand, research is being carried out 

in the area of the development of algorithms for the characterisation of photovoltaic panels 

[14], maximum power point trackers or DC/AC and DC/DC converters. [15] [16] There has 

also been studies directed towards the environmental conditions surrounding the system, 

where concerns arise mainly linked to the dust that accumulates on the solar panel and shad-

ows generated by objects that surround it. [17] 

These are the motivations for the dissertation, where it is intended to extract the maximum 

performance from a photovoltaic system through robust algorithms, seeking the development 

of low-cost devices. 

 

1.3. Objectives 
 

The present dissertation has the purpose of studying the five parameters of the single diode 

photovoltaic cell model, whose equation is non-linear and depends on external parameters 

(such as temperature) and has a complex behaviour. The aim is to obtain precise values of the 

parameters in order to identify the maximum value of power that can be extracted from a 

photovoltaic panel. The study is based on mathematical modelling and its experimental vali-

dation on a photovoltaic panel. In this sense, the following objectives are defined for this 

work: 

The first goal will be to implement an algorithm that makes the estimation of the five param-

eters.  The algorithm is the Nelder-Mead algorithm, where improvements in its performance 

are implemented, in particular the initialization and stopping criteria will be distinct from the 

classical algorithm. 

Secondly, a sensitivity analyses will be carried out. Here the error function is studied for each 

parameter, where a confidence interval is taken. The parameters are submitted to different 

test conditions namely white noise will be added. 

Thirdly, it is intended to create an application that allows the study of the five parameters. 

This platform will help in the identification of the best initial guesses for each parameter and 
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it is provided with three distinct screens: The first screen allows for parameter estimation. 

This screen has a graph showing the convergence of the Nelder-Mead algorithm as well as 

the level lines indicating where the minimum value of the parameter is; The second screen 

allows to study each parameter individually. It displays the graph of the error function and 

allows, like the previous screen, to follow the convergence of the algorithm; The last screen 

shows the exposed problem in a financial perspective whose objective will be to identify the 

monetary losses if a parameter is not properly estimated. 

The last aim of the work comprises the experimental practice, where values are extracted 

from a photovoltaic panel available in the laboratory and the developed modified Nelder-

Mead algorithm will be applied. After testing the algorithm, it will be implemented in a low-

cost embedded system - ESP32. It is planned that the microcontroller, through a current-

voltage sensor, reads the values which allow the IV characteristic curve to be plotted and, 

using the algorithm developed, indicates the maximum power value of the photovoltaic panel.  

 

1.4. Structure of the dissertation 
 

The dissertation is divided into four main chapters. This section aims to explain the organi-

sation of each one of them. 

Chapter 1 is an introductory chapter where the topics to be developed throughout the disser-

tation are exposed. It is mainly composed of the motivations, objectives and state of the art 

in the area of photovoltaic energy. 

Chapter 2 presents the fundamental concepts of a photovoltaic cell. It starts with physical 

aspects that explain the functioning of a cell as well as the photovoltaic effect. Then the five 

and seven parameter mathematical models are explained and the root iteration method used. 

This chapter also contains the two main topics of this dissertation: here the modified Nelder-

Mead algorithm developed for parameter estimation is explained; and also shown the inter-

face platform developed that aims to support in the search for the best values to improve the 

PV performance. 

Chapter 3 is devoted to the validation of the modified Nelder-Mead algorithm through labor-

atory experiments.  Here two different methods are applied to acquire measurements of a 

photovoltaic panel: using a current-voltage sensor and a data acquisition system. The chapter 

ends with the insertion of the algorithm that allows the calculation of MPP in a low-cost 

integrated system - ESP32. 

Chapter 4 depicts the main conclusions taken from the work developed and also gives some 

guidelines for improving the work in the future. 

 

1.5. State of the art 
 

Edmond Becquerel first observed the photovoltaic effect in 1839. He found that metal plates 

(silver or platinum) immersed in an electrolyte produced a slight potential difference, but only 

when exposed to sunlight as shown in the Figure 1.5.1. [18] 
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Figure 1.5.1: Becquerel Effect - first method of generating photo-electricity [18] 

 

In 1877 the first solid device for producing electricity through exposure to the sun was pro-

duced. The photoconductive properties of selenium were used for this. This device (Figure 

1.5.2) was built by two North Americans, W. G. Adams and R.E. Day. [19] This device con-

sisted of a selenium film deposited on an iron substrate and a second semi-transparent gold 

film which provided a frontal contact. However, it had a low efficiency of around 0.5%. 

 

 

Figure 1.5.2: Solar cell by Adams and Day. [20] 

 

For the great development of photovoltaic energy it was necessary to wait for the scientific 

developments that took place in the first half of the 20th century, namely with the explanation 

of the photoelectric effect by Albert Einstein in 1905, for which he was awarded the Nobel 

Prize in Physics in 1921. [21] 

The photoelectric effect was first observed in 1887 by Heinrich Hertz, when he carried out 

experiments with a spark-gap generator. However, it was the American physicist Robert 

Milikan who discovered that light with frequencies below a certain value does not inject pho-

toelectrons from the metal surface, regardless of the intensity of the light source, and this 

result was completely unexpected. This is called the Threshold Frequency (Figure 1.5.3). 
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Figure 1.5.3: Typical results of the photovoltaic effect. [22] 

 

However, these results are actually not as typical as one might expect since most elements 

have threshold frequencies in the ultraviolet region. The materials with lower frequencies are 

all semiconductors and some have this frequency in the infrared part of the electromagnetic 

spectrum. 

According to the classical physics model, light is described as an electromagnetic wave. This 

nature of light was confirmed when applied to optical phenomena such as reflection, refrac-

tion and diffraction. However, this explanation was not compatible with the photoelectric 

phenomenon, which does not predict an energy-frequency relationship, but rather an energy-

amplitude relationship. [22] 

In another way, photoelectrons seem to emerge from the surface. When the light intensity is 

low the rate of energy delivered to the surface is slow, consequently the time of energy cap-

ture by the electron should also be slow. However, this does not happen. When light reaches 

the surface, at least one electron will appear. 

With this problem a new idea appeared: There are two factors that directly affect the maxi-

mum kinetic energy of photoelectrons, which are the frequency of radiation and the material 

of the surface hit. As illustrated in Figure 1.5.4, the energy increases linearly with frequency. 

It is also possible to verify that all curves have the same slope, being equal to the Planck 

Constant. As such, it is demonstrated that the energy-frequency relationship is equal in all 

materials. [22] 

 

 

Figure 1.5.4: Photoelectric effect. [22] 
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In 1905, Albert Einstein realised that light behaved as if it were composed of small particles 

and that the energy of these particles was proportional to the frequency of electromagnetic 

radiation of which it was a part. These particles were initially called quanta, being later called 

photons. [22] 

 

The birth: the first modern solar cell 

 

In March 1953, Calvin Fuller, a chemist at Bell Laboratories in the United States, developed 

a new process for introducing impurities into silicon crystals. These impurities made it pos-

sible to control the electrical properties of silicon. A silicon bar containing a small concen-

tration of gallium (positive p-type charges) was produced. The bar was then immersed in a 

bath of hot lithium, by the physicist Gerald Pearson, creating on the surface of the bar an area 

with an excess of free electrons (negative n-type charges). In the region where the n-type 

silicon is in contact with the p-type silicon, a permanent electric field is created, and this area 

is called the "p-n junction". 

When exposing the sample to sunlight, Pearson found that it produced an electric current, and 

the first silicon solar cell was invented. [23] 

After the success of the sample, Pearson was in contact with engineer Daryl Chapin. The 

latter was studying solutions to replace the electric batteries in remote telephone networks. 

Chapin was experimenting with selenium solar cells, which had been known for a long time, 

although the results were much poorer than expected. With the new cell, it was possible to 

verify an energy conversion efficiency close to 4%, much higher than the selenium cells, 

which were much less than 1% efficient. 

As the study of the new cell continued, serious obstacles were quickly encountered. To solve 

these problems several changes were made to the original model the most important being 

the replacement of gallium by arsenic followed by boron diffusion, which revealed a record 

efficiency of 6%. 

After Pentagon authorization, the first solar cell (Figure 1.5.5) was presented at the annual 

meeting of the National Academy of Sciences, Washington, and announced at a press con-

ference on 25 April 1954. The results were published in the Journal of Applied Physics [24] 

and a patent was also filed. [25] 

 

 

Figure 1.5.5: First solar cell, registered in 1954. [25] 
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The first application of this new cell was on an isolated telephone line in a town in Georgia, 

USA. The results were very satisfactory. 

 

 

Figure 1.5.6: First application of a solar cell in the United States of America, 1955. [26] 

 

After some time of operation, it was quickly realised that solar cells were too expensive and 

their use was only economically competitive in specific applications. Such applications focus 

on producing electricity in space. 

 

Childhood and adolescence 

 

At first, satellites used chemical batteries or batteries based on radioactive isotopes. Only with 

great effort were solar cells incorporated by NASA, but only as a back-up, on Vanguard I 

(Figure 1.5.7), launched in March 1958. Its chemical battery failed, but the panel of about 

100 cm2 kept the transmitter (5 mW) working for eight years. Only after this demonstration 

of durability and reliability associated with the low weight of the panel, the North American 

space programme adopted solar cells as an essential energy source in its satellites. 

 

 

Figure 1.5.7: Vanguard I, the first solar cell satellite launched in March 1958. [27] 
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It was not only the US space programme that incorporated solar cells, the Soviet programme 

also did it, as an inexhaustible source of energy for its satellites. Two months after the launch 

of Vanguard I, the Soviet Union launched Sputnik-3, belonging to the Soviet Union. Today, 

all space vehicles are equipped with solar cells, such as the International Space Station (ISS) 

and the Mars Rover shown in the Figure 1.5.8. 

 

 

Figure 1.5.8: Mars Rover. [28] 

 

Increasingly efficient cells were developed for use in space, thus leading to some important 

technological advances in the 1960s [29] and [30]. 

One of the most significant advances was the so-called "violet cell", from COMSAT Labor-

atories. [31] This had a significantly thinner n-type zone than previous cells, allowing the 

elimination of the existing inactive zone prior to the surface (improving the response in blue 

light). The violet cell obtained an efficiency of 13.5%, a record for the time. The use of a 

Back Surface Field (BSF) on the surface behind the cell (improving the response in red light) 

[32], and the texturing of the front surface to reduce reflection losses are also noteworthy. 

The 1960s also saw the first terrestrial applications for solar cells, notably SOLAREX cells, 

a company owned by Jospeh Lindmeyer. This company started producing solar cell applica-

tions for navigation buoys and remote telecommunication systems. These types of applica-

tions were very specific, mainly due to the lack of nearby power sources. 

In 1973 there was an oil crisis that brought panic throughout the world. This crisis led to a 

sudden investment in research programmes to reduce the production costs of solar cells. Some 

technologies funded in these programmes have completely changed the solar energy para-

digm, such as multicrystalline silicon. [33] 

In terms of efficiency, the University of New South Wales, Australia, managed for the first 

time to surpass the 20% barrier [34] while Dick Swanson and his team managed to achieve 

25% efficiency in cells with concentrator. [35] 

 

The maturity 

 

The growing awareness of the threat of climate change, notably due to the burning of fossil 

fuels, led to major investment in programmes to find this form of energy in the 1980s and 

1990s. The political powers realised that the creation of a large photovoltaic market could not 
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only be based on technological development, but had to be based on scale economy: the more 

cells manufactured, the lower the unit cost. [36] 

In 1998 a record efficiency of 24.7% was achieved with monocrystalline silicon cells [37] In 

2003, the Fraunhofer Institute for Solar Energy announced an efficiency of 20% for mul-

ticrystalline silicon cells. [38] Multi-junction cells, which consist of superposition of multiple 

layers of semiconductor cells, each sized and optimized for a particular wavelength of solar 

radiation. These cells make possible to achieve performances of 34%. [39] 

 

Nowadays 

 

Photovoltaic technology is currently divided into three subcategories.  First generation cells, 

made from crystalline silicon, include monocrystalline and polycrystalline solutions. Second 

generation cells appeared around 30 years ago, and correspond to thin film solutions, where 

new semiconductor materials are explored. Finally, the third generation cell category com-

prises several new solar cell concepts, most of which are still only at the development stage. 

Microcrystalline, nanocrystalline or hybrid solutions are some examples.  

 

I. Crystalline silicon cells (1st Generation) 

This is still the technological generation that dominates the market. Today, 90% of the photo 

generators installed in the world are made from crystalline silicon. Within these, monocrys-

talline silicon (Figure 1.5.9) is the oldest, and still the one that dominates the market. Typi-

cally, it has efficiencies between 15% and 18%, and is used in all types of medium and high-

power ground-based applications. Multi-crystalline (or polycrystalline) silicon is a slightly 

cheaper alternative, but also less performing alternative. Efficiency varies between 12% and 

15%, already with an anti-reflection layer. Power cells are a variation, the result of polycrys-

talline wafer engineering, and can be produced with two photosensitive sides, but have an 

efficiency of around 10%. Examples of less common technologies are polycrystalline silicon 

EFG, filament band (polycrystalline) dendritic lattice (monocrystalline), or the polycrystal-

line Apex cells. [3] [40] 

 

 

Figure 1.5.9: Monocrystalline silicon solar cell. [41] 

 

II. Thin Film Cells (2nd Generation) 

The second generation of cells arises from the necessity to reduce the consumption of silicon, 

which is too expensive as it requires high temperatures in production and a very high degree 
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of purity. The thin film also has the advantage of being much less heavy, allowing integrated 

applications in building facades. The main technology is amorphous silicon (Figure 1.5.10), 

widely used in professional electronics and in clocks and calculators. Although it has much 

lower efficiencies than the first generation, in the order of 5% to 7%, it is cheaper to manu-

facture and operates over a wider range of luminosity: we can use solar calculators with dif-

fused lighting. Copper Indium Diselenide (CIS) cells are more efficient and equally cheap, 

but they contain Cadmium, a hazardous material and banned by the EU. There is also Cad-

mium Telluride (CdTe) technology. [3] [40] 

 

 

Figure 1.5.10: Amorphous silicon photovoltaic panel. [42] 

 

III. Recent Solar Cells (3rd Generation) 

Many new technologies are still in the research phase. They promise high efficiencies and 

very low costs. These include nanocrystalline technologies sensitised with colourants, micro-

crystalline, micromorphic and hybrid (HCI solar cells). It is also important to mention an-

other, already widely used, but only in very specific situations: Gallium Arsenic (GaAs) has 

yields that can reach 25%, but has very high production costs, which only allow its use in 

satellites or concentrator systems (CSP). [40] 

 

 

Figure 1.5.11: Gallium Arsenic photovoltaic panel.[40] 
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    CHAPTER 

2                          Photovoltaic Cell 

 

This chapter aims to explain how photovoltaic cells work and formulate the mathematical 

model (single and double diode model) that allows to plot the I-V characteristic curve of a 

cell. It also describes the modified Nelder-Mead algorithm which enable the estimation of the 

five PV model parameters, whose determination are extremely important for monitoring the 

maximum power point (MPP). In order to analyse the performance of the algorithm, a com-

parison is made with the classical Nelder-Mead algorithm. The chapter ends with the devel-

oped numerical simulation platform which is based on the modified Nelder-Mead algorithm 

and has optimal characterization purposes. 

 

2.1. Materials and their proprieties 
 

In general, materials are classified according to their properties as belonging to one of the 

following families: ceramics, glass, metals, polymers, elastomers and composites (hybrid ma-

terials that combine the properties of two or more materials) as shown in Figure 2.1.1. [43] 

 

 

Figure 2.1.1: The menu of engineering materials. [43] 

 

In addition to the materials being distributed among their families (see Figure 2.1.1), they can 

be grouped according to certain properties. Considering electrical conductivity, there are 

three major groups: conductors, semiconductors and insulators as shown in the Figure 2.1.2. 
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Figure 2.1.2: Material proprieties. 

 

Of all the available materials, metals are the group with the best conductive materials. One of 

the main characteristics of conducting metals is electrical resistance, the ability of a body to 

prevent the passage of electric current. In metallic conductors, conduction takes place in the 

valence band, which is only partially full. Copper, silver and gold also represent examples of 

conductive metals that have semi-full outer energy bands. [44] [45] 

Insulating materials are materials that have low values of electrical conductivity, in other 

words, they have a high electrical resistance. The electrons are strongly bound to the atoms 

with ionic or covalent bond. They are not “free” so they cannot conduct electricity unless a 

large amount of energy is supplied to them. The energy band model of insulators consists of 

a lower valence band, and an upper conduction band, without electrons (empty). These bands 

are separated by an energy gap very large (so they do not conduct electricity). These materials 

are normally used to insulate the conductive parts in a device. Although insulators prevent 

the passage of electric current some of these materials have high polarizability, the ability to 

form instantaneous electric dipoles when polarized by an applied electric field - dielectric 

materials. Thus, insulating materials can be further divided into the following basic groups: 

dielectric solids, dielectric liquids, gas and vacuum. There are many such materials, such as: 

ceramics and glass, plastic films, resins and varnishes, elastomers and thermoplastics, among 

others. [44] [45] The property that distinguishes semiconductors from other materials con-

cerns the behaviour of their electrons, in particular the existence of gaps in their electron 

excitation spectra. The microscopic behaviour of the electrons in a solid is described accord-

ing to band theory and is showed in the Figure 2.1.3. [46] 

 

 

Figure 2.1.3: Band image showing the difference between isolator, semiconductor and metal materials. 

[47] 

Materials 

Semiconductor 

Intrinsic 

Extrinsic 

Insulators 

Conductors 



 
19 

 

A semiconductor material is defined as a material that exhibits a volume resistivity between 

10-2 Ω𝑐𝑚 and 109 Ω𝑐𝑚, a range between insulators and metals. Alternatively, it can be de-

fined as a material whose energy gap for electronic excitations lies between zero and around 

4 electron volts (eV). Materials without bound gap are metals or semi-metals, while those 

with energy gaps greater than 3 eV are better known as insulators. These materials can be of 

several types: elementary semiconductors, such as silicon (𝑆𝑖), the best-known semiconduc-

tor; oxides, such as copper oxide (𝐶𝑢2𝑂); layered semiconductors such as gallium selenide 

(𝐺𝑎𝑆𝑒); organic semiconductors, such as polyacetylene ((𝐶𝐻2)𝑛); magnetic semiconductors, 

such as manganese (𝑀𝑛); and several others. They differ, therefore, both in their chemical 

composition and in their crystalline structure. [46] In this way and according to Figure 2.1.2, 

semiconductors can be subdivided mainly into two different types: intrinsic or pure semicon-

ductors and extrinsic or impure semiconductors. 

Intrinsic semiconductors are pure semiconductors whose electrical conductivity is determined 

by their intrinsic conductive properties such as Silicon. These elements have the cubic struc-

ture of diamond with strongly directional covalent bonds, as shown schematically in Figure 

2.1.4. [44] 

 

 

Figure 2.1.4: Silicon: (a) atomic structure, (b) tetrahedral structure, (c) crystalline structure, (d) pure 

silicon. [44] 

 

In silicon, the atoms are linked tetrahedrally in the crystalline lattice by electron pairs in sp3 

hybrid bonding orbitals. In this structure, each silicon atom contributes four valence electrons. 

In practice, the crystalline structure is only achieved when the silicon crystal is subjected to 

the temperature of absolute zero. At this temperature, all covalent bonds are complete (allow-

ing the atom to have chemical and molecular stability); the material therefore behaves like an 

insulator as there are no free electrons, so it is not possible to establish an electric current 

through the crystal. [46] Figure 2.1.5 shows the energy gap diagram of an Si semiconductor. 

 

Figure 2.1.5: Schematic of an intrinsic semiconductor energy gap diagram with Si, where Ec is the con-

duction band, EV the valence band and Eg is the Gap band. [111] 
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In the energy band diagram of intrinsic semiconductors (such as Si or Ge), the ligand electrons 

occupy the energy levels of the valence band (which is fully filled at a temperature of 20°C). 

Above the valence band there is a forbidden energy gap (band gap), where there are no per-

mitted energy states. For silicon at a temperature of 20ºC, the energy gap is 1.1eV. On the 

other hand, above the energy gap lies the empty conduction band, as shown in Figure 2.1.5. 

When a silicon crystal is subjected to a temperature of approximately 20⁰C, the thermal en-

ergy (heat) delivered is high enough to excite some electrons from the valence band to the 

conduction band, thus leaving empty spaces or holes in the valence band. In this way, when 

an electron is excited into the conduction band, two charge carriers are created: an electron 

(negative charge) and a hole (positive charge). In the presence of an externally applied electric 

field (or electric potential difference) the behaviour will be as shown in the Figure 2.1.6.  

 

 

Figure 2.1.6: Movement of holes and electrons in a presence of on externally electric field [48] 

 

The extrinsic semiconductors are very dilute substitutional solid solutions in which the dis-

solved impurity atoms have valence characteristics that are different from those of the crys-

talline lattice atoms of the solvent. The doping process consists of the insertion of impurities, 

i.e., the introduction of atoms of another chemical element into the crystalline structure of 

silicon. The extrinsic are subdivided into two parts: n-type semiconductors and p-type semi-

conductors. [46] 

If a Si atom in the crystal lattice of pure silicon is replaced by a phosphorus atom (pentavalent 

element), then there will be an excess of one electron over and above the four required to 

establish the covalent bonds in the silicon crystal lattice. In this situation, the extra electron 

is weakly bound to the nucleus of the phosphorus atom, having a binding energy with a value 

of approximately 0.05eV. [46] 

Thus, two types of elements are added to Si: Boron (B) and Phosphorus (P). [3] 

Semiconductors containing impurity atoms of group V (e.g. phosphorus) in their crystal lat-

tices are called n-type (negative-type) extrinsic semiconductors, as the main charge carriers 

are electrons. [3] [46] 

Phosphorus has the atomic number 15. Its electronic distribution is 2,8,5. This means that it 

has five valence electrons and, when the addition is forced with Si, it has an unpaired electron, 

but this time in excess. 
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Figure 2.1.7: n-type layer [3] 

 

On the other hand, when the atom of a trivalent element of group 13 (for example boron) is 

introduced into the crystal lattice of silicon, an electron will be missing from the bonding 

orbitals. The absence of an electron translates in practice into the appearance of a hole in the 

tetrahedral bonds of the silicon crystal lattice. 

The external supply of a small amount of energy (for example, through the incidence of light) 

can displace an electron from a neighbouring silicon atom in order to fill the hole in the boron 

atom. Under these conditions, boron is an electron acceptor atom and is called a p-type dopant 

(positive type) or p-type impurity. [44]  

 

 

Figure 2.1.8: p-type layer. [3] 

 

2.2. Semiconductor diode 
 

Diodes are electrical components belonging to the semiconductor family. Semiconductors are 

Silicon (Si) or Germanium (Ge) based devices made by joining two Silicon or Germanium 

wafers with impurities of different materials, one of them with an excess of positive charges 

(p-type semiconductor) and the other with an excess of negative charges (n-type semiconduc-

tor). [110] The operation of a p-n junction will be described below. 

The p-n junction is in equilibrium when the terminals are open and no voltage is applied to 

the device. Considering an p-n junction where one side has more holes and the other side has 

excess of electrons, the gradient of electrons and holes leads to two diffusion currents: elec-

trons flow from the n-side to the p-side, while holes flow in the opposite direction as shown 

in the Figure 2.2.1. [50] 
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Figure 2.2.1: Diffusion of e-/h+ in an p-n junction. [50] 

 

There is a high amount of charge exchange, which will decay to zero over time because the 

concentrations become equal on both sides. However, there is an effect that can overpower 

this and stop the diffusion of currents before it reaches this point. [50] 

In this effect, it is recognised that each time an electron leaves the n-side, a positive ion is left 

behind, thus considering t=0 as shown in the Figure 2.2.2. At this point, the diffusion currents 

continue to expose more ions as time progresses until the "depletion region" is formed due to 

the lack of free transporters. [50] 

 

 

Figure 2.2.2: Evolution of charge concentrations in a p-n junction. [50] 

 

In this way an electric field is created in the depletion region as shown in the Figure 2.2.3.  

 

 

Figure 2.2.3: Electric field profile in a p-n junction. [50] 

 

The electric field tends to force the flow of positive charges from left to right while the con-

centration gradient requires the flow of charges from right to left. Equilibrium is thus reached 

when the electric field is strong enough to stop the diffusion currents. In other words, the 
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junction will come into equilibrium when the drift current due to the action of the electric 

field equals the diffusion current. The following mathematical expressions (2.1) and (2.2) can 

be written. [50] 

 

|𝐼𝑑𝑟𝑖𝑓𝑡,𝑝| = |𝐼𝑑𝑖𝑓𝑓,𝑝| (2.1) 

  

|𝐼𝑑𝑟𝑖𝑓𝑡,𝑛| = |𝐼𝑑𝑖𝑓𝑓,𝑛| (2.2) 

 

With the existence of an electric field, a potential difference (𝑉0) arises at which prevents 

diffusion across the junction and is determined by the equation (2.3).  

 

𝑉0 =
𝑘𝑇

𝑞
𝑙𝑛
𝑁𝐴𝑁𝐷

𝑛𝑖
2  

(2.3) 

 

Where 𝑘 represents the Boltazman constant, 𝑇 the temperature, q the electron charge, 𝑁𝐴 the 

concentration of acceptor impurities, 𝑁𝐷 the concentration of donor impurities and 𝑛𝑖 the 

intrinsic concentration of the semiconductor. [50] 

By applying an external voltage across the device as shown in the Figure 2.2.4, the voltage 

source will make the n-side more positive than the p-side. The junction is therefore inversely 

polarised. [50] 

 

 

Figure 2.2.4: p-n junction under reverse bias. [50] 

 

In reverse polarisation, the positive terminal being connected to the n-junction will create an 

electric field in the same direction as the internal electric field of the junction, i.e. there is an 

intensification of the electric field through the material. In other words, there will be an in-

tensification of positive charges fixed on the n-side and an intensification of negative charges 

fixed on the p-side and there is an increase in the width of the depletion region preventing 

diffusion. 

In this situation there is still current, but not a diffusion current (𝐼𝐷). The majority carrier 

diffusion current tends towards zero as the depletion region increases. However, due to ther-

mal vibration, holes may appear on the n-side and free electrons may appear on the p-side. In 
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this sense a minority carrier current (𝐼𝑠) – saturation current is formed, i.e. a reverse bias 

current which is very small. 

The reverse bias p-n junction behaves as if it were a voltage-controlled capacitor as shown in 

the Figure 2.2.5. By increasing the voltage across the junction, we increase the potential bar-

rier where the n-side is seen as a positive plate and the p-side as a negative plate. In this way, 

increasing the voltage in reverse bias consequently increases the potential barrier, i.e. the 

distance between plates decreasing consequently the capacitance. [50] 

 

 

Figure 2.2.5: Reduction of junction capacitance with reverse bias. [50] 

 

Applying a voltage source where the negative terminal is connected to the n-junction and the 

positive terminal is connected to the p-junction gives a forward bias (Figure 2.2.7). [50] 

 

 

Figure 2.2.6: p-n junction under forward bias. [50] 

 

Thus, the p-side is more positive than the n-side where at the junction there is an electric field 

that flows from left to right. However, with forward bias, the source creates an intense electric 

field from right to left against the p-n junction field that has formed at equilibrium to prevent 

diffusion. Consequently, the field generated by the voltage source will weaken the field cre-

ated in the depletion region so as to favour the diffusion of charge carriers by the concentra-

tion difference. [50] 
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Figure 2.2.7: Carrier profiles (a) in equilibrium and (b) under forward bias. [50] 

 

As shown in Figure 2.2.7 there is an increase in minority carriers on the p-side and an increase 

in minority carriers on the n-side. By decreasing the depletion layer we favour the majority 

carrier diffusion currents (𝐼𝐷) which will be much more intense than the reverse bias current 

(𝐼𝑠) – saturation current. The junction will conduct an intense current which can be demon-

strated by the equation (2.4). 

 

𝐼𝑡𝑜𝑡 = 𝐼𝑠(𝑒𝑥𝑝
𝑉𝐹
𝑉𝑇
− 1) 

(2.4) 

 

Where 𝑉𝐹 is the direct bias voltage, 𝑉𝑇 is the thermal potential which is calculated by the 

expression in (2.5). 

 

𝑉𝑇 =
𝑘𝑇

𝑞
 

(2.5) 

 

In turn, the saturation current (𝐼𝑆) is given by the equation (2.6). 

 

𝐼𝑆 = 𝐴𝑞𝑛𝑖
2 (

𝐷𝑛
𝑁𝐴𝐿𝑛

+
𝐷𝑝

𝑁𝐷𝐿𝑝
) 

(2.6) 

 

In the equation, A is the cross section area of the device, 𝐿𝑛 the electron diffusion length and 

𝐿𝑝 the hole diffusion length. 

 

 

Figure 2.2.8: Variable majority carrier profiles outside the depletion region. [50] 
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The Figure 2.2.8 shows the diffusion and consequently the decrease of carriers. In the case of 

the electron, these pass from the p region to the n region and after crossing the depletion 

barrier, they recombine with holes and their concentration decreases. The same happens with 

the holes. These diffuse to the n region and recombine with electrons thus decreasing the 

concentration. In this situation, the p-n junction conducts current. 

 

 

Figure 2.2.9: I-V characteristic of a p-n junction. [50] 

 

The Figure 2.2.9 shows the I-V characteristic curve of an p-n junction. In reverse bias, the 

current is very small, reaching values close to zero. In turn, in forward bias the diode begins 

to conduct when the applied voltage is greater than or equal to the internal potential of the p-

n junction. [50] 

 

2.3. Photovoltaic Effect 
 

The photovoltaic effect is a phenomenon that transforms light energy into electrical energy 

using photovoltaic cells. Its operation is based on the properties of semi-conducting materials. 

[3] [51]  

This process is only possible due to the movement of electrons within the structure of the type 

of material. The structure of semiconductors consists of a valence band and a conduction 

band, separated by a gap. The photovoltaic effect occurs when the electrons in the valence 

band of the semiconductor receive photons with enough energy so that they can jump the gap 

to the conduction band, creating the electric current. In this section this process is explained 

in detail. 

The photovoltaic cell is a practical application of the photoelectric effect discovered in 1887 

by the German physicist Heinrich Rudolf Hertz (1857-1894) and explained in 1905 by Albert 

Einstein (1879-1955). [44] 

The cell consists of two layers of differently doped semiconductor material: 

• In the n layer there is an excess of peripheral electrons; 

• In the p layer there is an electron deficit. 

When light strikes the surface of a diode, photons with energy equal to or greater than the 
band gap (𝐸𝑔) are absorbed, and electron/hole (e-/h+) pairs are generated as shown in the 

Figure 2.3.1.  
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Figure 2.3.1: Schematic representation of a p-n junction diode subjected to the action of light. Adapted 

from [49] 

 

Light absorption dramatically increases the generation of e-/h+ pairs, in addition to generation 

that comes from thermal excitation. In the presence of the electric field, the electrons will 

move to the n-type semiconductor region, while the holes will move to the p-type semicon-

ductor region giving rise to the so-called light-generated current, 𝐼𝐿 . Under these circum-

stances, the system would fall into a state which would result in the loss of its electrical neu-

trality. Indeed, in this situation, SC n would have an excess of electrons, while SC p would 

have a corresponding excess of holes as shown in the Figure 2.3.2. [3] [44] 

 

 

 

 
Figure 2.3.2: (a) Schematic representation of the generation of e-/h+ pairs in a p-n junction diode sub-

jected to the action of light.(b) Schematic representation of the movement of e-/h+ pairs through the 

depletion region of a p-n junction diode subjected to the light action. (c) Schematic representation of 

the excess charge carriers (electrons in SC n and holes in SC p) after the movement of e-/h+ pairs 

through the depletion region of a p-n junction diode. Adapted from [49] 

 



 
28 

 

In this sense, one might think that these electrons and holes could combine. However, the 

electric field in the depletion region will not allow this to happen. If a conductive wire is used 

to connect the region of the n-type semiconductor to the region of the p-type semiconductor, 

it is found that excess electrons (in the SC n) will move through the conducting wire so that 

they combine with the excess of gaps in the SC p. Under these circumstances, an electric 

current, I, is generated. Figure 2.3.3 shows the photovoltaic effect. 

 

 

Figure 2.3.3: Schematic representation of the excess charge carriers (electrons in SC n and holes in SC 

p) after the movement of e -/h+ pairs through the depletion region of a p-n junction diode. Adapted from  

[49] 

 

The electric current, 𝐼 circulating through the circuit external to the diode is calculated by 

equation (2.7). 

 

𝐼 = 𝐼𝑆 [𝑒𝑥𝑝 (
𝑉

𝑛𝑉𝑇
− 1)] − 𝐼𝐿 

(2.7) 

 

where 𝐼𝐿  (also represented by 𝐼𝑝ℎ) is the current generated by the light, n the ideality factor 

diode, 𝑉𝑡 the thermal potential. The electric current 𝐼 flowing through the external circuit is 

the sum of the contributions of the dark diode current and the light-generated current. This 

condition, therefore, is called the superposition principle. 

The 𝐼𝐿  term shifts the current - voltage (I-V) characteristic curve of the diode into the fourth 

quadrant, where the voltage is positive but the current is negative. Thus, the power absorbed 

(using the usual sign convention) is negative. In other words, the illuminated diode supplies 

energy to the external circuit.  

Figure 2.3.4 corresponds to the graphical representation of equation (2.7), that is, the current-

voltage (I-V) characteristic curve of a p-n junction diode under lighting conditions. This sche-

matic representation shows when the junction is in direct bias (i.e. in the presence of an ex-

ternal load in the circuit), current I flows and approaches zero as the electrical resistance of 

the external load increases.  

In a photovoltaic cell it is usual to assume that the current supplied by the cell has a positive 

value. Thus, the 𝐼 axis in Figure 2.3.4 must be inverted (equivalent to multiplying equation  

by -1) in order to obtain positive values for the current intensity, 𝐼. [44] [49] 

Light e- current 
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Figure 2.3.4: Schematic representation of the I-V characteristic curve of a p-n junction diode under light-

ing conditions.[3] 

 

2.4. Photovoltaic panel 
 

Photovoltaic cell, or solar cell, is a device which is able to convert solar radiation directly into 

electrical energy through the photovoltaic effect. There are several types of solar cells, which 

are classified according to the materials used in their manufacturing process. Each type of 

photovoltaic cell has its own characteristics, advantages and disadvantages. 

A photovoltaic cell is approximately square in shape with a width of about 15 cm and surface 

coated with an anti-reflective silicon nitride coating. Figure 2.4.1 shows the active surface of 

a typical polycrystalline silicon cell.  

 

 

Figure 2.4.1: Active surface of a photovoltaic cell. [3] 

 

Cells are normally grouped in modules, which are encapsulated with different materials in 

order to protect the cells and the electrical connectors from environmental conditions. [1] On 

the other hand, the grouping of several photovoltaic modules is called an installation. [3] The 

Figure 2.4.2 schematically shows the sequence of assembly to obtain a photovoltaic panel 

installation. 
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Figure 2.4.2: Cell, module and an installation PV panel photovoltaic. [3] 

 

The combination of photovoltaic modules of the same type can be done by establishing series, 

parallel or mixed connections, thus obtaining different values of voltage or current. This pro-

cedure allows you to control the energy produced by the panel. [3] 

The total set of photovoltaic modules is called a photovoltaic generator (Figure 2.4.3). A set 

of modules in series is called a string, and several can be connected in parallel. 

 

 

Figure 2.4.3: Composition of a photovoltaic generator. [3] 

 

With the association of modules in series we can have higher voltage values, but the current 

maintains its value. On the other hand, the association of photovoltaic modules in parallel, 

the voltage value is maintained, and the value of the current increases the greater the associ-

ation of PV modules. 

The modules, which components are schematically represented in Figure 2.4.4, must be built 

with characteristics that enable them to resist the adverse environmental conditions to which 

they will be subjected. In this sense, to ensure protection against mechanical stress, atmos-

pheric agents and humidity, the cells are normally embedded in a film of ethylene vinyl ace-

tate (EVA). It is a flexible, translucent, and non-reflective material for solar radiation, with 

the additional feature of ensuring electrical insulation between cells. [44]  
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Figure 2.4.4: Schematic representation of the structure of a crystalline silicon photovoltaic module. [44] 

 

For the mechanical stabilisation of the structure, the finishing is carried out with aluminium 

frames (light and resistant) and a glass panel. Table 2.4.1 describes the functions of each 

component in a photovoltaic module. 

 

                                                   Components Description 

1 Frame Anodised aluminium. Provides 

mechanical rigidity. 

2 Glass Tempered glass. Allows sunlight 
to enter and protects the cells 

against mechanical impacts. 

3,5 Encapsulation material Translucent film that does not re-

flect solar radiation. EVA also 
guarantees electrical insulation 

between cells. 

4 Photovoltaic cells (c.Si) They represent the element that 
converts sunlight into electric cur-

rent. It is composed of the p-n re-

gion. 

6 Electrical isolator Protects the back of the module 
and also prevents the ingress of 

water and gases 
Table 2.4.1: Description of the different functions of the components that make up a photovoltaic module. 

Adapted from [44] 

 

2.5. Mathematical model of a photovoltaic cell 
 

The mathematical models used describe the behaviour of the photovoltaic cell, assimilating 

it as an equivalent electric circuit that includes some linear and non-linear components. The 

parameters that describe the equivalent electric circuit (PV parameters) are directly related to 

the performance characteristics. [52]  

In the literature there are several mathematical models that allow characterising/simulating 

the behaviour of a PV cell or module under different operating conditions, where the most 

well-known are: ideal model, single diode model and double diode model. [52] [53] [54]  
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The ideal mathematical model consists of a current source and a diode connected in parallel 

with it. Figure 2.5.1 shows the equivalent electric circuit that symbolizes the ideal behaviour 

of a PV cell. [55]  

 

 

Figure 2.5.1: Equivalent circuit to the ideal mathematical model. [55] 

 

The current source represents the unidirectional current produced by the PV effect, which is 

called photocurrent (𝐼𝑝ℎ), whose magnitude depends on the intensity of the incident irradi-

ance. The diode represents the p-n junction, which functions as a diode that is passed through 

by an internal unidirectional current, called diode current (𝐼𝑑), which depends on the voltage 

(𝑉) at the terminals of the cell. 

The characteristic current-voltage (I-V) curve of this circuit depends on the value of 𝐼𝑝ℎ and 

the current density 𝐼𝑑  flowing internally through the semiconductor junction of the ideal cell 

for a given temperature (𝑇) and voltage 𝑉 at its terminals. 

Applying Kirchhoff's laws to the circuit in Figure 2.5.1, the circuit current (𝐼) is given by the 

equation (2.8). [3] 

 

𝐼 = 𝐼𝑝ℎ − 𝐼𝑑 (2.8) 

 

where, the diode current, 𝐼𝑑 , is described by equation (2.9) according to Shockley equation. 

 

𝐼𝑑 = 𝐼𝑠 [𝑒𝑥𝑝 (
𝑉

𝑛 × 𝑉𝑡
) − 1] 

(2.9) 

 

where 𝐼𝑠 is the saturation reverse current of the diode, n is the ideality factor of the diode and 

𝑉𝑡 is the thermal voltage which is given by equation (2.10), where 𝑘 is the Boltzman constant 

(1,38 × 10−23 𝐽. 𝐾−1), 𝑇 is temperature in Kelvin and 𝑞 is the charge of the electron 

(1,60 × 10−19 𝐶). 

 

𝑉𝑡 =
𝑘 × 𝑇

𝑞
 

(2.10) 

 

The saturation reverse current of the diode 𝐼𝑠 is expressed by the equation (2.11). 
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𝐼𝑠 = 𝐶 × 𝑇
3𝑒𝑥𝑝 (−

𝐸𝑔𝑎𝑝

𝑘 × 𝑇
) 

(2.11) 

 

where 𝐸𝑔𝑎𝑝 is the band gap of the semiconductor material and 𝐶 is the temperature coefficient. 

Where, for crystalline silicon 𝐸𝑔𝑎𝑝 = 1,8 × 10
−19𝐽 and for amorphous silicon 𝐸𝑔𝑎𝑝 =

1,72 × 10−19𝐽. 

Substituting equation (2.9) into equation (2.8), the equation describing the current of the cir-

cuit for the ideal model is given by equation (2.12). 

 

𝐼 = 𝐼𝑝ℎ − 𝐼𝑠 [𝑒𝑥𝑝 (
𝑉

𝑛 × 𝑉𝑡
) − 1] 

(2.12) 

 

Since the ideal mathematical model does not consider voltage and current losses it is neces-

sary to add to this model a series resistance (𝑅𝑠) and a parallel resistance (𝑅𝑠ℎ) in order to 

obtain a real model that characterises the behaviour of the cells or PV modules, which is 

called a single diode model or five-parameter model.  

The model of a single diode shown in Figure 2.5.2 consists of: a current source representing 

the current produced by the PV effect, which depends on the characteristics of the semicon-

ductor material and mainly on the variation of the incident irradiance and the cell or module 

temperature; a diode which takes into account the physical effects occurring at the p-n junc-

tion level (diffusion and recombination of charge carriers in the semiconductor) in parallel 

with the current source whose value varies with temperature and load; a series resistance 

representing ohmic losses in the semiconductor and in the metal contacts (Joule effect losses), 

which affects the slope of the curve in the open-circuit area (𝑉𝑂𝐶); a parallel resistance that 

represents leakage current losses (eddy currents circulating in the cells due to imperfections 

in the structure of the material), which affects the slope of the curve in the short-circuit zone 

(𝐼𝑆𝐶). [55] [53] 

 

Figure 2.5.2: Equivalent circuit for the mathematical model of a single diode. 

 

The above electrical circuit has five main parameters, these are the photocurrent (𝐼𝑝ℎ), diode 

saturation reverse current (𝐼𝑠), diode ideality factor (𝑛), series resistance (𝑅𝑠) and shunt re-

sistance (𝑅𝑠ℎ). From the above circuit analysis, to determine the expression of the current it 

is necessary to apply Kirchofft's Laws. 

 

𝐼 = 𝐼𝑝ℎ − 𝐼𝑑 − 𝐼𝑠ℎ  (2.13) 
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Current flowing through the diode: 

 

𝐼𝑑 = 𝐼𝑠 [𝑒𝑥𝑝 (
𝑞(𝑉 + 𝑅𝑠𝐼)

𝑛𝐾𝑇
) − 1] 

(2.14) 

 

Current flowing through the shunt resistance: 

 

𝐼𝑠ℎ = (
𝑉 + 𝑅𝑠𝐼

𝑅𝑠ℎ
) 

(2.15) 

 

Substituting expressions (2.14) and (2.15) into expression (2.13), we obtain: 

 

𝐼 = 𝐼𝑝ℎ − 𝐼𝑠 [𝑒𝑥𝑝 (
𝑞(𝑉 + 𝑅𝑠𝐼)

𝑛𝐾𝑇
) − 1] − (

𝑉 + 𝑅𝑠𝐼

𝑅𝑠ℎ
) 

(2.16) 

  

Where, the charge current is I, the saturation current of the diode is 𝐼𝑠, the absolute value of 

the charge of an electron is (1,602× 10−19 C), 𝐾 is the Boltzmann constant (1,38 ×
10−23 𝐽. 𝐾−1) and T (K) is the temperature of the PV cell. The expression of the voltage (V) 

is obtained similarly to expression (2.16), this being [56]: 

 

𝑉 = 𝐼𝑝ℎ𝑅𝑠ℎ − 𝑅𝑠ℎ𝐼 + 𝐼𝑠 [𝑒𝑥𝑝(
𝑞(𝑉 + 𝑅𝑠𝐼)

𝑛𝐾𝑇
) − 1] − (

𝑉 + 𝑅𝑠𝐼

𝑅𝑠ℎ
) 

(2.17) 

 

The saturation current (𝐼𝑠) is affected by the temperature variation of the PV panel and is 

given by the expression in (2.18). 

 

𝐼𝑠(𝑇) = 𝐼𝑠𝑛 (
𝑇

𝑇𝑛𝑜𝑚
)
3

× 𝑒𝑥𝑝 [(
𝑇

𝑇𝑛𝑜𝑚
− 1)

𝐸𝑔

𝑛𝑉𝑡
] 

(2.18) 

 

Where, 𝑇 (K) is the PV cell temperature, 𝑇𝑛𝑜𝑚  (K) is the nominal PV cell temperature, 𝐸𝑔 is 

the gap energy, 𝑛 is the ideality factor of the diode and 𝑉𝑡  is the voltage at the terminal. 

The model is characterised by five unknown parameters 𝑝 = [𝐼𝑝ℎ , 𝐼𝑠 , 𝑅𝑠 , 𝑅𝑠ℎ , 𝑛] [57] [58] 

that can be obtained. [10] [11] From the above expression (2.16) we can conclude that the 

analytical solution for the current is almost impossible to obtain, since this is a transcendental 

equation [56]. It will be necessary to resort to computational methods to solve it.    

In order to have a more precise model, the two-diode model is introduced: the double diode 

model. The equivalent circuit is shown in Figure 2.5.3 and it is similar to the previous one, 

but with the particularity of having two diodes in parallel with the current source, also known 

as double exponential model. This one describes more accurately the physical phenomena at 

the p-n junction level, one diode represents the diffusion current in the junction, while the 
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other considers the recombination effect in the space-charge region. It provides better accu-

racy than the single diode model, especially for low irradiance levels and for polycrystalline 

technology, however it is more complex due to the increased number of parameters. [54] [59] 

 

 

Figure 2.5.3: Equivalent circuit for the mathematical double diode model. 

 

Applying Kirchhoff's laws to the circuit in Figure 2.5.3, the circuit current (𝐼) is given by 

equation (2.19). 

 

𝐼 = 𝐼𝑝ℎ − 𝐼𝑑1 − 𝐼𝑑2 − (
𝑉 + 𝑅𝑠𝐼

𝑅𝑠ℎ
) 

(2.19) 

 

with the currents of diode 1 (Id1) and diode 2 (Id2) described by equations (2.20) and (2.21) 

according to the according to the Shockley equation. 

 

𝐼𝑑1 = 𝐼𝑠1 [𝑒𝑥𝑝 (
𝑉 + 𝑅𝑠𝐼

𝑛1 × 𝑉𝑡
) − 1] 

(2.20) 

  

𝐼𝑑2 = 𝐼𝑠2 [𝑒𝑥𝑝 (
𝑉 + 𝑅𝑠𝐼

𝑛2 × 𝑉𝑡
) − 1] 

(2.21) 

 

where 𝐼𝑠1 is the saturation reverse current of diode one obtained in equation (2.22), 𝐼𝑠2 is the 

saturation reverse current of diode two obtained in equation (2.23), 𝑛1 is the ideality factor of 

diode one and 𝑛2 is the ideality factor of diode two. 

 

𝐼𝑠1 = 𝐶1 × 𝑇
3𝑒𝑥𝑝 (−

𝐸𝑔𝑎𝑝

𝑘 × 𝑇
) 

(2.22) 

  

𝐼𝑠2 = 𝐶2 × 𝑇
3𝑒𝑥𝑝 (−

𝐸𝑔𝑎𝑝

𝑘 × 𝑇
) 

(2.23) 

 

𝐶1 and 𝐶2 represent the temperature coefficient. Substituting equations (2.20) and (2.21) into 

equation (2.19) the equation describing the circuit current for the double diode model is given 

by equation (2.24). 
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𝐼 = 𝐼𝑝ℎ − 𝐼𝑠1 [𝑒𝑥𝑝 (
𝑉 + 𝑅𝑠𝐼

𝑛1 × 𝑉𝑡
) − 1] − 𝐼𝑠2 [𝑒𝑥𝑝 (

𝑉 + 𝑅𝑠𝐼

𝑛2 × 𝑉𝑡
) − 1] − (

𝑉 + 𝑅𝑠𝐼

𝑅𝑠ℎ
) 

(2.24) 

 

Thus, the double diode model is characterised by seven unknown parameters 𝑝 =
[𝐼𝑝ℎ , 𝐼𝑠1 , 𝐼𝑠2 , 𝑛1, 𝑛2 , 𝑅𝑠 , 𝑅𝑠ℎ]  which can be obtained in the same way as for the previous model. 

 

2.6. PV cell engineering models 
 

The single diode model offers the desired compromise between accuracy - complexity, and 

this is the model used in the present work. 

With this more detailed model composed of one diode and five parameters, it is possible to 

obtain the I-V (current-voltage) characteristic curve (Figure 2.6.1) of the panel in certain cir-

cumstances, using data supplied by the manufacturer. In the most datasheets the data are taken 

under STC conditions: temperature 𝑇𝑟𝑒𝑓 = 25°𝐶, irradiance e AM=1.5. The data required for 

a correct determination of the parameters are: [55] [60] 

• The open circuit voltage, 𝑉𝑜𝑐, corresponding to the point on the I-V curve where there 

is not electric current, it is the maximum voltage that the cell can produce. 
• The short circuit current, 𝐼𝑠𝑐, corresponding to the point on the I-V curve where the 

voltage is zero, is the maximum current flowing in the cell. 
• The current and voltage at the point of maximum power, 𝐼𝑚𝑝 and 𝑉𝑚𝑝, correspond to 

the point on the curve where 𝐼 × 𝑉 is maximum. 
• The number of cells in the module, 𝑁𝑠. 

 

 

Figure 2.6.1: I-V curve representation, with the relevant values. 

 

In this way, considering the number of cells in series, it is possible to rewrite the equation 

(2.16) as (2.25). 

 

𝐼 = 𝐼𝑝ℎ − 𝐼𝑠 [𝑒𝑥𝑝 (
𝑞(𝑉 + 𝑅𝑠𝐼)

𝑁𝑠𝑛𝐾𝑇
) − 1] − (

𝑉 + 𝑅𝑠𝐼

𝑅𝑠ℎ
) 

(2.25) 
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In order to acquire the parameters in question, the equation (2.25) in studied at two distinct 

points: the short circuit point (0,𝐼𝑠𝑐) and the open circuit point (𝑉𝑜𝑐, 0), respectively described 

by the following equations: 

 

𝐼𝑠𝑐 = 𝐼𝑝ℎ − 𝐼𝑠 [𝑒𝑥𝑝 (
𝑞𝑅𝑠𝐼𝑠𝑐
𝑁𝑠𝑛𝐾𝑇

) − 1] − (
𝑅𝑠𝐼𝑠𝑐
𝑅𝑠ℎ

) 
 

(2.26) 

 

 

 

0 = 𝐼𝑝ℎ − 𝐼𝑠 [𝑒𝑥𝑝 (
𝑞𝑉0𝑐
𝑁𝑠𝑛𝐾𝑇

) − 1] − (
𝑉0𝑐
𝑅𝑠ℎ
) 

(2.27) 

 

There are some external factors that affect the behaviour of a photovoltaic cell operating. 

Under real conditions, each separate set of measurements, temperature and irradiance will 

affect the values of the measured parameters, and there is only one characteristic I-V curve 

for each set of measurements. The most notorious consequence to variations in the irradiance 

value, as can be seen in the Figure 2.6.2 (a), is the linear increase of the short circuit current 

with irradiance, and a smaller increase of the open circuit voltage is also visible. The main 

effect of a temperature (Figure 2.6.2 (b)) increase in the cell, is on the open circuit voltage, 

which decreases linearly with increasing temperature, tending to decrease the efficiency of 

the cell. [1] 

 

 

Figure 2.6.2: Effect of irradiance and temperature on the behaviour of the IV curve. (a) Effect of increas-

ing irradiance. (b) Effect of increasing temperature. [1] 

 

2.7. Implementation of the proposed method 
 

The mathematical equation which describes the behaviour of a photovoltaic cell is non-linear 

and transcendental. For this reason, it becomes difficult to solve it analytically and it is nec-

essary to apply numerical methods. [61] [62] Studies usually resort to methods such as New-

ton-Raphson, bisection, false position, secant, Muller, Lambert-W function, among others. 

[63] [64]  

In the studies carried out in the present work, the Newton-Raphson method was used to cal-

culate the current value. For this method it is important to start the method interactions with 
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the value appropriate to the solution. On the other hand, with increasing number of iterations 

there are the possibility that may not converge. 

The Newton-Raphson method is one of the most widely used for root location and is repre-

sented in the Figure 2.7.1. Considering the initial guess 𝑥𝑛, a tangent is extended from the 

point [𝑥𝑛, 𝑓(𝑥𝑛)]. The point where the tangent crosses the x-axis represents an improvement 

in the root estimate and this is the new approximation of 𝑥𝑛+1. [64] The interaction between 

the root axis obtained by the formula (2.28). 

 

𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
 

(2.28) 

 

 

 

Figure 2.7.1: Graphical depiction of the Newton-Raphson method. “A tangent to the function of  𝑥𝑛 

[𝑡ℎ𝑎𝑡 𝑖𝑠 𝑓′(𝑥𝑛)] is extrapolated down to the x-axis to provide an estimate to the root at 𝑥𝑛+1” [64] 

 

Applying the method to the photovoltaic model in question, the problem consists in solving 

the equation 𝑓(𝐼(𝑣𝑖,𝜏)) = 0, expressed by the equation (2.29). 

 

𝑓(𝐼(𝑣𝑖,𝜏)) = (𝐼𝑝ℎ − 𝐼𝑠 [𝑒𝑥𝑝 (
𝑞(𝑣𝑖 + 𝑅𝑠𝐼(𝑣𝑖,𝜏))

𝑁𝑠𝑛𝐾𝑇
) − 1] − (

𝑣𝑖 + 𝑅𝑠𝐼(𝑣𝑖,𝜏)

𝑅𝑠ℎ
))− 𝐼(𝑣𝑖,𝜏) 

 

(2.29) 

 

The method evaluates the value of the function 𝑓(𝐼(𝑣𝑖,𝜏)), successively, until the stop condi-

tion used is reached. During the successive iterations, the method requires knowledge of the 

derivative of the function 𝑓(𝐼(𝑣𝑖,𝜏)) with respect to 𝐼(𝑣𝑖,𝜏), by equation (2.30), in order to cal-

culate the new value of the estimated current. 

 

𝜕𝑓(𝐼(𝑣𝑖,𝜏))

𝜕𝐼(𝑣𝑖,𝜏)
= −

𝑅𝑠
𝑅𝑠ℎ

−

(

 
 
𝐼𝑠𝑅𝑠𝑞 [𝑒𝑥𝑝(

𝑞(𝑣𝑖 + 𝑅𝑠𝐼(𝑣𝑖,𝜏))

𝑁𝑠𝑛𝐾𝑇
)]

𝑁𝑠𝑛𝐾𝑇

)

 
 
− 1 

 

 

(2.30) 
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Note that in the stop condition a value <10-9 is imposed to return the estimated current value 

I, in order to contribute to the accuracy of the extracted PV parameters. This same method is 

also used for the calculation of 𝐼𝑠𝑐 (equation 2.26) and 𝑉𝑜𝑐 (equation 2.27) values with the 

necessary adaptations. The description of the Newton-Raphson method is in the Figure 2.7.2. 

 

 

Figure 2.7.2: Flowchart of the Newton-Raphson method. 

 

2.8. Maximum Power Point (MPP) – The problem and solution algo-

rithms 
 

Photovoltaic systems are able to convert solar irradiation into electrical energy under direct 

current, but it is necessary to convert it in AC so that can be used by households, commerce 

or industry, for this purpose a converter system is used. The converter system, depending on 

the application, may present the association of a DC-DC converter with a DC-AC converter, 

or only a DC-AC converter. This system aims to make the output voltage stable when it op-

erates in alone mode, or when it acts as a controlled current source when connected to the 

grid, as well as operating the solar panel close to the point of maximum power point (MPP). 
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The efficiency of a photovoltaic panel is sensitive to external factors such as ambient temper-

ature, solar radiation or the operating state of the module. The objective is to maintain the 

output power of the photovoltaic array at the point of maximum power (MPP) bringing higher 

efficiency to the system, which becomes a challenge. Ideally there is only one maximum 

power point, however different local maximum power points can be identified that result from 

a partial shadow on the photovoltaic module such as ash, dust, leaves, clouds, among others.  

[65] [66] 

In this way, there are different MPPT search methods, where the easiness of implementation 

and the efficiency of these techniques are important factors to decide which method to use. 

The MPPT is an algorithm which can control the DC/DC converter to operate always in the 

maximum power point (MPP). In other words, through the MPPT it is possible to vary the 

duty cycle (d) of the converter, thus making the panels operate at MPP (Figure 2.8.1). [55] 

 

 

Figure 2.8.1: DC/DC converter scheme for optimising a photovoltaic panel generator. [55] 

 

Instantaneous current and voltage values can be measured at the PV generator terminals, and 

the MPPT controller dynamically adjusts the duty cycle following the MPP value. The Figure 

2.8.2 shows the block diagram on the MPPT implementation. 

 

Figure 2.8.2: Block diagram of a MPPT implementation. [55] 

 

There are different methods of parameter extraction and tracking the MPP. The methods vary 

in their implementation complexity, the speed with which they converge to the MPP value, 

the costs, the sensors that will be used, their efficiency, among other aspects. 
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PV modelling techniques, particularly regarding methods for extracting PV parameters, can 

be grouped according to the type of method used. According to the method used, they are 

usually grouped into three distinct primary classes: analytical techniques, numerical and Hy-

brid. [67] [68] 

 

 Analytical  

techniques 

Numerical (determinis-

tic/stochastic) 

Hybrid 

Description Analysis of 

mathematical 

equations 

Gradient-based methods; 

minimises the error be-

tween experimental and 

simulated IV curve data 

Integrate the benefits 

of both classifica-

tions: Analytical and 

Numerical 
 

Advantages Methodologies 

are simple to im-
plement 

Susceptible to  

starting values 

To achieve the best 

of both worlds in 
terms of efficiency 

Disadvantages Can minimise 

the  

efficiency of the 
model; have dif-

ferent solutions. 

Vulnerable to being 

caught in local optima; 

deterministic methods can 
be stuck; the convergence 

depends of the initial val-

ues 

Require a  

high computational 

effort; parameters 
must be adjusted ex-

perimentally or by 

trial and error. 

Methods’ examples Calculations 
through IV 

points and manu-

factory infor-
mation  

Levenberg–Marquardt 
algorithm, genetic algo-

rithm (GA), artificial bee 

swarm  
optimization (ABSO), ar-

tificial bee colony  

(ABC),etc. 

hybrid  
Nelder-Mead algo-

rithm; hybrid DE 

with WO, hybrid 
firefly and pattern 

search algorithm, hy-

brid PSO and simu-
lated  

Annealing, etc 
Table 2.8.1: Parameter Extraction Methods. Adapted from [67] [68] 

 

Some of the used methods are perturb and observe method (P&O) and incremental conduct-

ance (INC) methods [55], but there are other ones that can be used to bring greater efficiency, 

one of these being ANN methods. [69] If the photovoltaic panel is also under partial shade 

conditions, there are also algorithms that search for the global MPP, such as Newton's 

method. [70] Due to its popularity in the photovoltaic panels field, in the present work a 

modified Nelder-Mead algorithm is implemented whose description is detailed further on in 

the topic "Nelder-Mead Algorithm".  

The following is a brief explanation of two of the commonly methods used: P&O and ANN 

methods. 

 

Perturb and Observe (P&O) method 

 

The P&O method is a used method to track the maximum power point because of its easy 

implementation. When this system is operating a voltage disturbance is induced and then the 



 
42 

 

power is measured. If the power increases, then it means that the operating point is approach-

ing the MPP, making the direction of the disturbance the same as before. If the power de-

creases, it means that the operating point is moving away from the MPP, so the next disturb-

ance will be in the opposite direction of the previous disturbance.  

The main disadvantage of this method is that, as the disturbance is continuous, the MPP will 

never be reached, in other words, the operating point of the system will oscillate around the 

MPP, but it will never be the MPP. If the disturbance is small, the operating point will be 

closer to the MPP, but this would leave the system very slow, taking a long time to find the 

MPP. The block diagram in the Figure 2.8.3 shows an example application of the method 

where a direct perturbation of the duty ratio of the power converter is applied. [55] This al-

gorithm has been improved according to the literatures. [71] [72]  

 

 

Figure 2.8.3: P&O algorithm block diagram. [55] 

 

Artificial Neural Networks (ANN) method 

 

The technique of artificial neural networks is based on the behaviour of biological nerve cells, 

where artificial neurons seek to reproduce the physiology of a neural network of human be-

ings. ANNs are basically parallel distributed systems, which are composed of interconnected 

processing units (nodes) that calculate, based on input values, the weights in each layer. [73] 

[74] 

In the Figure 2.8.4 it is possible to see the similarity of a biological neuron with an artificial 

neuron, where the inputs of the artificial neuron (𝑥𝑖) are similar to the dendrites (receiving 

terminals) of a biological neuron, the sum function (Σ) represents the body of the biological 

neuron, the activation function (𝜑), generally a linear or hyperbolic-tangent function, repre-

sents the performance of the chemical reactions along the biological neuron and the output 

(𝑦𝑗 ) represents the terminals of the Axon. The index 𝑖 is the number of inputs of the ANN 

and the index 𝑗 is the number of neurons. 

There is also a set of synaptic weights (𝑤𝑗𝑖) that represents the synaptic connections of neu-

rons, in other words, it is where information processing occurs. In the biological neuron, each 

dendrite has different reactions and can have an excitatory or inhibitory character to the 
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postsynaptic neuron. The weights play the excitatory or inhibitory disposition of the inputs. 

The term b added to the mathematical model is the bias or activation threshold. [75] 

 

 
 

 
 

Figure 2.8.4: Biological and artificial neuron. [75] 

 

Thus, it is possible to mathematically represent the output of an artificial neuron according to 

the equation in (2.31). 

 

𝑦𝑖 = 𝜑 (∑ 𝑤𝑗𝑖 . 𝑥𝑖 + 𝑏
𝑁

𝑖=1
) 

(2.31) 

 

There are different types of architectures and topologies for ANNs. In the case of architecture, 

it defines if feedback will be necessary or not, or if it will be a single or multi-layer network. 

The ANN is formed by three or more layers, being an input layer, one or more hidden layers 

and an output layer. The input layer receives the input data. Usually, inputs are standardized 

to facilitate the working ranges in which the activation function should act, in the case of the 

logistic function, each input should be normalized to a range between [0, 1]. The hidden layer 

is responsible for all the knowledge processing of the network, where neurons are responsible 

for extracting and storing the knowledge coming from the external environment. Finally, the 

layer that gets all the signal processed by the network. [73] 

 

 

Figure 2.8.5: Diagram of the multilayer feed forward structure. [73] 

 

The most important characteristic of an ANN is its ability to learn based on examples in order 

to reach the desired output value or to get as close as possible to this result. To achieve this, 
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the ANN must be trained through an iterative process of adjustments applied to synaptic 

weights, thus minimizing the error with the sequential adjustment of weights. There are dif-

ferent algorithms for training ANNs, and the backpropagation algorithm is one of the most 

used. [75] [76] 

The ANN technique has a good output behaviour to track the MPP even when it has a large 

variation in temperature and irradiance, however, each photovoltaic system will need a spe-

cific ANN, since the network "learns" the characteristics of the modules used. There are dif-

ferent input variables for an ANN aiming to track the MPP of a photovoltaic system. Usually, 

solar irradiance and temperature are used, however other variables present in the manufactur-

er's catalogue can be used such as 𝑉𝑂𝐶, 𝐼𝑠𝑐 , 𝑉𝑚𝑝 and 𝐼𝑚𝑝. [73] 

 

2.9. Nelder-Mead algorithm and applied improvements 
 

The Nelder-Mead algorithm is a heuristic numerical method for finding the minimum or max-

imum of an objective function in a multidimensional space. It was published first time by 

Nelder and Mead in 1965. [62]  

The method minimizes the function of n independent variables using n+1 vertices of a sim-

plex (regular polyhedral in ℝ𝑛). Each vertex is defined by a vector x. The vertex where the 

function takes the highest value is projected through the centre of gravity (centroid) of the 

remaining vertices. Replacing the point where the value of f(x) is higher by better points, the 

minimum of f(x) can be found. 

Considering a function with five variables (PV model), the simplex is composed of six verti-

ces which compares the vertices by the value of the function. 

The vertex where the value of the cost function is higher is considered the worst vertex, and 

in the next iteration it is replaced by a new one. Throughout the process different simplex 

with different shapes are generated, where the values of each vertex are increasingly smaller, 

consequently, reducing the sizes of the simplex until the minimum value is reached. The pro-

cess finishes when the convergence criteria is attended. In practice, the Nelder-Mead algo-

rithm minimizes the residuals between the theoretical models and the measured data. [77] 

To search for a new candidate to replace the worst point found in the point set, five different 

transformations are used:  reflexion, expansion, outer contraction, inner contraction and 

shrinkage. Figure 2.9.1 illustrates the transformations for a problem of two variables, thus 

having three vertices creating a triangle. 

 

Figure 2.9.1: Illustration of the Nelder-Mead algorithm for the problem with two variables. 
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Each on of transformation has a scalar parameter specified in the method: coefficient of re-

fection (𝜌), expansion (χ), contraction (𝛾) and shrinkage (𝜎). The parameters are fixed with 

the values 𝜌 = 1, 𝜒 = 1, 𝛾 =
1

2
 and 𝜎 =

1

2
 . [57] [62] [77] [78] [79]  

Table 2.9.1 explains each of the Nelder-Mead algorithm transformations in detail. It also in-

dicates the conditions to be validated in each step, as well as the result obtained from each 

one of them. 

 

Step Description 

Sorting Sort n+1 vertices in ascending order 𝑓(𝑉𝑏𝑒𝑠𝑡) < 𝑓(𝑉𝑔𝑜𝑜𝑑) < ⋯ <

𝑓(𝑉𝑤𝑜𝑟𝑠𝑡). 

Reflexion Calculate the reflexion point according to the equation 𝑥𝑟 =
(1 + 𝜌)𝑉̅ − 𝜌𝑉𝑤𝑜𝑟𝑠𝑡 . 
If 𝑓(𝑉𝑏𝑒𝑠𝑡) < 𝑓(𝑥𝑟) < 𝑓(𝑉𝑛) , replace the worst vertice with 𝑥𝑟 . Other-

wise go to the step “Expansion”. 

Expansion If 𝑓(𝑥𝑟) < 𝑓(𝑉𝑏𝑒𝑠𝑡) compute the expansion point according to the 

equation 𝑥𝑒 = (1 − 𝜒)𝑉̅ + 𝜒𝑥𝑟. 
Case 𝑓(𝑥𝑒) < 𝑓(𝑥𝑟), replace the worst vertice with 𝑥𝑒. Otherwise re-

place the worst point with 𝑥𝑟  and go to the next iteration. 

Contraction In the case 𝑓(𝑥𝑟) < 𝑓(𝑉𝑤𝑜𝑟𝑠𝑡) , can be performed two diferente types 

of contraction: inner contraction or outer contraction. 
a) Outer contraction: if 𝑓(𝑥𝑟) > 𝑓(𝑉𝑛) > 𝑓(𝑉𝑏𝑒𝑠𝑡) but 𝑓(𝑥𝑟) <

𝑓(𝑉𝑤𝑜𝑟𝑠𝑡)  perform the outer contraction with the equation 

𝑥𝑜𝑐 = (1 − 𝛾)𝑉̅ + 𝛾𝑥𝑟 . If 𝑓(𝑥𝑜𝑐) < 𝑓(𝑥𝑟) replace the worst 

point with the value of 𝑥𝑜𝑐. Otherwise calculate the shrink 

point. 
b) Inner contraction: if 𝑓(𝑥𝑟) > 𝑓(𝑉𝑤𝑜𝑟𝑠𝑡) calculate the inner 

contraction point with the equation 𝑥𝑖𝑐 = (1 − 𝛾)𝑉̅ + 𝛾𝑉𝑤𝑜𝑟𝑠𝑡 . 
If 𝑓(𝑥𝑖𝑐) < 𝑓(𝑉𝑤𝑜𝑟𝑠𝑡) replace the worst point with 𝑥𝑖𝑐 and go 

to other iteration. Otherwise, perform the shrink point. 
Shrinkage Compute the equation 𝑉 = 𝑉̅ + 𝜎(𝑉𝑖 − 𝑉𝑏𝑒𝑠𝑡) for all the vertices 

beetween 𝑉𝑔𝑜𝑜𝑑  until 𝑉𝑤𝑜𝑟𝑠𝑡 . The vertices of the simplex in the next 

iteration will be replaced by the new points. 
 

Table 2.9.1: Description of the Nelder-Mead Algorithm steps. 

 

For a better understanding and visualizing the algorithm in a graphical form, Figure 2.9.2 

presents the flowchart. In order to highlight each one of the transformations, similarly to Fig-

ure 2.9.1, different colours were used for each step. 
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Figure 2.9.2: Nelder-Mead algorithm flowchart. 

 

Legend of the Figure: 

𝑉̅ – Value of the centroid; 𝑓(𝑉𝑛) – Value of the function in the point 𝑛; 𝜌 – Reflexion coefficient;  

𝜒 – Expansion coefficient; 𝛾 – Contraction coefficient; 𝜎 – Shrink coefficient 

Simplex vertices and operations: 

𝑉𝑏𝑒𝑠𝑡 – The best point value; 𝑉𝑔𝑜𝑜𝑑  – The second-best point value; 𝑉𝑤𝑜𝑟𝑠𝑡  – The worst point value 

𝑥𝑟  – Reflected value; 𝑥𝑒 – Expandeed value; 𝑥𝑜𝑐 – Outer contracted value; 𝑥𝑖𝑐 – Inner contracted 

value; 𝑉 - Shrink value calculated for all vertices except the best vertex. 
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Different studies have been done on the Nelder-Mead algorithm. In order to improve its con-

vergence performance to the global minimum value, modifications have been made to the 

algorithm at the convergence criterion level and in this work, we will also propose a change 

to its algorithm initialization criterion. [62] [79]  

There are different cost functions that quantify the differences between measurements and 

estimated values that will be minimised. The most used cost function, and also applied in this 

work, is the Ordinary Least Squares (OLS) and is defined by the sum of squares of the vertical 

deviations (current) between the measured current (𝐼𝑝)  and estimated current values (𝐼𝑝), as 

shown in the equation (2.32). The sum of squared distances is minimized by an iterative pro-

cess where, in this case, the Nelder-Mead algorithm is applied. On the other hand, there are 

more complex methods such as Total Least Squares (TLS). In this case, the characterisation 

is done considering both current and voltage values, once both are affected by uncertainties. 

[14] [80]  

 

𝑆 =
1

𝑁𝑝
∑(𝐼𝑝 − 𝐼𝑝)

2

𝑁𝑝

𝑝=1

 

 

(2.32) 

 

The definition of the initial simplex for the convergence of the Nelder-Mead method is very 

important. There are already several proposed solutions with improvements of the Nelder-

Mead algorithm in that way, such as: [81] where through the GS-INMS algorithm (grid search 

and improved Nelder-Mead simplex) a search method is applied to optimise the starting point 

of the Nelder-Mead algorithm, thus being able to improve its global search capability. This 

same algorithm proposes an improvement in the convergence of Nelder-Mead; [62] suggests 

new convergence and simplex initialization conditions for the Nelder-Mead algorithm; [82] 

presents the application of the Nelder-Mead simplex method and the modified Particle Swarm 

Optimization technique with the purpose of identifying the parameters of a solar cell; [67] 

hybridization of the improved Nelder-Mead simplex method (NMS) with the artificial bee 

colony (ABC) meta-heuristic method proposes a technique to improve parameter identifica-

tion in photovoltaic models. 

 

Start Criterion 

 

The classic Nelder-Mead algorithm implemented in MATLAB tool creates the initial simplex 

through an estimate. This estimate will be the value of one of the vertices of the simplex. For 

the remaining n vertices a perturbation will be applied to each of the coordinates of the initial 

guesses, following the next criteria: [83] 

• If the coordinate value is non-zero, a 5% perturbation of the current value will 

be applied; 

• If the coordinate value is zero, the coordinate value is set to 0.00025. 

In the present work a new initialization criterion of the Nelder-Med algorithm was applied in 

this method. It was selected a wide range of 1000 random values located near each guess 

(parameters), evaluating this way which will be the value of the function at each point creating 

consequently the initial simplex. The search range was defined according to the order of mag-

nitude of the parameter in question, and this range can be tuned performing a search closer or 

farther from the initial guess. In this way, an engine was created to start the search process. 
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In order to clarify the starting criteria of the method, an illustration of the process is shown in 

the Figure 2.9.3 applied to a generic parameter. 

 

Figure 2.9.3: Starting criterion illustration of the modified Nelder-Mead algorithm applied to a generic 

parameter. 

 

Convergence criterion 

 

The classical approach of the Nelder-Mead algorithm has a convergence criterion focused on 

the absolute value of the size of the simplex, also analysing the difference between the values 

of the function in each vertex of the simplex that will be compared with a certain tolerance 

imposed. Successive iterations will be performed until the criterion satisfies the desired tol-

erance. [83] 

In the present work, the convergence criterion was also changed. This modification implies 

that the cycle stops when the absolute maximum value of the distances from the vertices of 

the simplex to the barycentre is smaller than the imposed tolerance, as shown in the equation 

(2.33). Note that each interaction is necessary to calculate the value of the centroid and the 

distances. [57] [79] 

 

𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 <  𝑖𝑚𝑝𝑜𝑠𝑒𝑑 𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒 (2.33) 

 

For a better understanding of the criterion applied, the Figure 2.9.4 shows an example for the 

case of a two-dimensional problem, in other words, a three-vertex simplex.  

 

Figure 2.9.4: Stop criterion illustration of the modified Nelder-Mead algorithm. 
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2.10. Five parameters estimation - Simulation conditions and compar-

ative study 
 

In order to analyse the performance of the modified Nelder-Mead algorithm, the parameters 

of photovoltaic cells were estimated applying the developed algorithm.  Simulations for per-

formance analysis of the algorithm and comparison of results are made based on a pre-imple-

mented function of the classical Nelder-Mead algorithm called fminsearch available in 

MATLAB tool.  

In a simulation environment, to determine the samples and for them to be reliable, it is nec-

essary to add Gaussian noise to the I-V characteristic curve and then apply an analogue digital 

converter (ADC). In this way it will be possible to obtain a digital representation generated 

through an analogue quantity, thus having a good replica of the experimentally measured 

values. [84] Note that in order to obtain a better estimate of the measured values, several 

measurements must be taken, and the values averaged. 

Firstly, a study was carried out to identify the number of times that it would be necessary to 

run the algorithm. In this sense, each parameter was estimated by running the algorithm 10000 

times, applying a white noise of 1%. Note that this study was done for each individual pa-

rameter, i.e., the remaining four are fixed. A moving average was then applied to the results 

obtained to make the graphs shown in the Figure 2.10.1.  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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(e) 

 
Figure 2.10.1: Figure 2.10.1: Minimum number of runs for each parameter. (a) Iph parameter (b) Is pa-

rameter (c) Rs parameter (d) Rsh parameter (e) n parameter 

 

The moving average is an estimator calculated from sequential samples of the population. 

Given a sequence of local mean values, each mean is calculated over a sliding window of 

given length k (in this case set to the value 20) through neighbouring elements of the vector. 

[85]   

Making a detailed analysis of each of the graphs in Figure 2.10.1, it can be seen that the 

parameters tend to stabilise at 2000 runs, which means that the developed algorithm must 

have been applied at least 2000 times, thus obtaining reliable values. In order to highlight the 

moment when stability is reached for each parameter, a dashed line was drawn on each one 

of the graphs. 

The aim of the next simulations is to analyse the convergence of the proposed Nelder-Mead 

algorithm with the classical Nelder-Mead algorithm implemented in the MATLAB tool. The 

study of the performance of both algorithms results from the extraction of the mean and stand-

ard deviation obtained by performing 2000 simulations. In these simulations Gaussian white 

noise was added, varying its percentages from 0.1% to 10%.  

Both algorithms were exposed to the same convergence tolerance, same noise, initial condi-

tions, and the optimal parameters used in simulation environment are shown in the Table 

2.10.1. 

 

Parameter Value 

𝑰𝒑𝒉  3,45 [𝐴] 

𝑰𝒔 2 × 10−10[𝐴] 
𝑹𝒔 0.001 [Ω] 
𝑹𝒔𝒉 200[Ω] 
𝒏 1,2 

Table 2.10.1: Optimal parameters used in simulation environment. 

 

After performing the simulation, the graphs of the Figures 2.10.2 e 2.10.3 were obtained. 

These graphs represent the mean of the five parameters as a function of the noise percentage 

value added. The blue curve represents the classical Nelder-Mead algorithm while the red 

curve shows the results referring to the modified Nelder-Mead algorithm. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
Figure 2.10.2: Mean Values of the Parameters Cell versus current noise. In red the modified Nelder-

Mead algorithm and in blue the classical Nelder-Mead algorithm. (a) Iph parameter (b) Is parameter (c) 

Rs parameter (d) Rsh parameter (e) n parameter 

 

In Figure 2.10.2, in general, the red curves are closer to the ideal value, and the lower the 

noise value, the closer the estimate is to the ideal value. The 𝐼𝑠 parameter is the one that shows 

a distinct behaviour. However, as will be verified in Chapter 3, this difference does not have 

much influence in the maximum power point calculation.  

The studied effect is also shown in the graphs of the Figure 2.10.3. These graphs analyse the 

problem from the standpoint of standard deviation. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
Figure 2.10.3: Standard Deviation of the Parameters Cell versus current noise. In red the modified 

Nelder-Mead algorithm and in blue the classical Nelder-Mead algorithm. (a) Iph parameter (b) Is pa-

rameter (c) Rs parameter (d) Rsh parameter (e) n parameter 

 

According to the graphs in Figure 2.10.3, for small percentages of added noise, the lower the 

value of the standard deviation will be. Analysing the graphs, can be seen that, in this sense, 

the parameter 𝐼𝑠 follows the same pattern, that is, for small values of noise, the modified 

Nelder-Mead algorithm presents a better performance. One of the parameters whose results 

stand out is the shunt resistance (𝑅𝑠ℎ) which will be studied in detail later in the “Sensitivity 

Analysis” and “Parameters Analysis Platform” section.  
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2.11. Sensitivity Analysis 
 

The RMSE is the criteria to quantify the difference that exist between the results of the model 

of the single-diode (equation 2.25) and the measured data. RMSE means root mean square 

error and is calculated with the expression (2.34) and in the same way than the expression 

(2.32), for each pair of experimental values (I,V) it give us the difference of calculated meas-

ured data and real measurement current. [77] 

 

𝑅𝑀𝑆𝐸 = √
1

𝑁𝑝
(∑(𝐼𝑝 − 𝐼𝑝)2

𝑁𝑝

𝑝=1

) 

 

(2.34) 

 

 

 

Using the root mean square error it is possible to study the sensitivity of each parameter. The 

sensitivity analysis is very important to be done because the convergence of the Nelder-Mead 

algorithm will depend on the choices made for the guesses of the initial simplex vertices. This 

analysis allows to identify if the approximation should be made from upwards or downwards, 

thus avoiding that the algorithm gets stuck. This topic will be studied in more detail in section 

“Parameter Analysis Platform”. 

Thus, for a 1% white noise, the RMSE value for each parameter was generated 2000 times. 

The graphs in Figure 2.11.1, for each parameter, display the average RMSE value obtained. 

In this way, it is possible to obtain the minimum value of the curve that corresponds to the 

average value of the parameter. In addition to the average value, the standard deviation can 

be studied by knowing the minimum value of the parameter reached in each of the 2000 

iterations performed. 

Table 2.11.1 shows the confidence intervals obtained through the graphs in Figure 2.11.1. 

 

Parameter Confidence Interval 

𝐼𝒑𝒉  [3.45 ± 0.0045] [A] 

𝑰𝒔 [2 × 10−10 ± 1.2214 × 10−12] [A] 

𝒏 [1.2±3.3353 × 10−4] 

𝑹𝒔 [0.001±2.2755 × 10−4] [Ω] 

Table 2.11.1: Confidence interval of each parameter 

 

Table 2.11.1 shows the confidence interval for each parameter. A confidence interval is de-

fined as an interval estimation used in statistics, which contains a population parameter. This 

unknown population parameter is found by means of a sample model calculated from the data 

collected. The confidence interval is important to indicate the margin of uncertainty (or inac-

curacy) regarding a calculation made. This calculation uses the study sample to estimate the 

true size of the result in the source population. Thus, the confidence interval is interpreted as 

follows: it is 95% confident that the interval between X (lower limit) and Y (upper limit) 

contains the true value of the population parameter. [86] 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2.11.1: Individual sensitivity analysis. (a) Iph parameter. (b) Is parameter. (c) Rs parameter. (d) n 

parameter 

 

The results obtained can also be shown as a histogram. A histogram consists of a bar graph 

demonstrating a frequency distribution, where the base of each one of the bars represents a 

class, and the height the amount or absolute frequency with which the class value occurs. At 

the same time, it can be used as an indicator of process dispersion.  

Above all, it aims to illustrate how a certain data sample or population is distributed, arrang-

ing the information in a way that makes it easy to visualise the distribution of the data. At the 

same time, it highlights the location of the central value and the distribution of data around 

this central value.  

Thus, it has two axes with different functions, where the horizontal axis is divided into small 

intervals, showing values assumed by the variable of interest. The vertical axis is proportional 

to the frequency of observations of the sample where the values belong to that class or inter-

val. 

For each of the parameters, a histogram was made with the values obtained, where it is pos-

sible to analyse in more detail which value was obtained more frequently. The results are 

shown in Figure 2.11.2. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2.11.2: Histogram of minimum values achieved at each iteration. (a) Iph parameter. (b) Is param-

eter. (c) Rs parameter. (d) n parameter. 

 

In the graphs of the Figure 2.11.2, it can be seen there is a symmetry in the data of each one 

of the histograms. This type of histogram has a higher frequency in the centre, which is the 

most frequent value for each parameter. The variations go down symmetrically on both sides. 

It is a standardized process where the data is stable and there are small variations. 

Another important aspect to study is the effect that noise has especially on the 𝑅𝑠ℎ parameter. 

As can be seen in the Figure 2.11.3 corresponding to the shunt resistance, the variation of the 

white noise significantly affects the behaviour of the parameter, thus obtaining quite distinct 

sensitivity curves. In this way, it is also possible to define the minimum average value for this 

parameter which will vary according to the noise percentage.  

Table 2.11.2 was filled according to the values obtained in the simulations that are in the 

graphs of Figure 2.11.3. 

 

White Noise 

 

Minimum Average Value [Ω] 
Minimum  

number of runs 

10% 173.92  3000 

1% 199.07 3000 

0.1% 200.08 2000 
Table 2.11.2: Confidence interval of Shunt Resistance varying the white noise. 
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(a) 

 
(b) 

 
(c) 

Figure 2.11.3: Sensitivity analysis for shunt resistance for different noise percentages. (a) Shunt Re-

sistance with the 0.1% noise. (b) Shunt Resistance with the 1% noise. (c) Shunt Resistance with the 10% 

noise 

 

By analysing Table 2.11.2 and the Figure 2.11.3, it can be seen that the higher the noise 

percentage, the more runs are needed to obtain reliable values. On the other hand, we see that 

the average value of the shunt resistance approaches the ideal value with less added noise. 

The conclusion is that for low noise percentages, the smaller the shift in the error function 

curve. 

 

2.12. Parameters Analysis Platform – Graphical User Interface 
 

A Graphical User Interface (GUI) is a computer program that uses a set of images and graph-

ical objects to represent the actions and information available on the interface. Its main func-

tion is to provide a simple visual environment that allows communication between two sys-

tems that do not use the same language. [87]  

It emerged as an evolution of the command line interfaces (CLI) used in early operating sys-

tems and is a fundamental part of most electronic devices used today. 

The characteristics of an efficient interface are described in the diagram of the Figure 2.12.1. 
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Figure 2.12.1: Efficiency of a graphical user interface. 

 

MATLAB (short for "MATrix LABoratory") is a mathematical software tool widely used in 

universities and research and development centres.  

This software has its own programming language (M language) which allows the user to 

operate with arrays, represent data and functions, implement algorithms, create user interfaces 

(GUIs) and communicate with programs in other languages and with other hardware devices. 

Additional applications such as Simulink (simulation platform), GUIDE and App Designer 

(user interface editors) are included. In addition, MATLAB functionality can be enhanced 

with toolboxes, and Simulink functionality can be enhanced with block set applications. [87] 

The MATLAB package currently has three methods for creating user interfaces: [88] 

• MATLAB functions. 

• GUIDE. 

• App Designer. 

Each of these alternatives offers a different way of working, as well as a slightly different set 

of functionalities. The choice of one method or the other depends on the objectives of the 

project and the way the developer is used to working of the interface. 

App Designer is a graphical interface development environment introduced in R2016a, in-

cludes a fully integrated version of the MATLAB editor. In this case, the design and code 

views are closely linked, so that changes made in one immediately affect the other. [87] [88] 

[89] 

This tool seeks to continue with the trend of reducing the time needed to develop interfaces, 

as well as to facilitate their design. In this sense, it is important to highlight that this work 

environment optimises the way of programming with respect to that used in GUIDE, as it 

facilitates access to the properties of the components, the declaration of call-backs and the 

way of sharing information between these components. [89] 

As mentioned, App Designer does not have all the graphical features of MATLAB, nor does 

it have menus and toolbars, but it does have a wider set of interactive controls, including 

meters, lamps and switches to create a more visually appealing interface for the user. [89] 

Efficient 
Interface  

Easy to under-
stand, learn and 

use 
Avoid meaning-
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nents 

Fixed represen-
tation for a cer-
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Actions fast, re-
versible and 

with immediate 
effect 

Ergonomic de-
sign by estab-
lishing menus 

Toolbars and 
icons that are 
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and familiar to 
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The application created in the App Designer can be shared with other users for use in both 

MATLAB desktop and MATLAB online. It can also be installed in the applications tab or 

shared with non-MATLAB users. For users without MATLAB, you must use the MATLAB 

compiler. [88] 

Using the App Designer tool was created a versatile numerical and simulation platform for 

optimal characterization purposes. It is a decision support system software applied to the es-

timation of the parameters of the photovoltaic cell. The platform's main menu is shown in 

Figure 2.12.2, where from this screen it is possible to navigate through the three different 

screens that are part of the platform: screen for parameter estimation; screen for parameter 

analysis; screen for parameter cost analysis. 

 

 

Figure 2.12.2: Menu Screen. 

 

In the base of the platform is applied the modified Nelder-Mead algorithm, which allow to 

search for an optimal performance of a photovoltaic cell. The basic behaviour of the applica-

tion is shown in the flowchart in Figure 2.12.3.  

 

 

Figure 2.12.3: Flowchart of the menu screen. 
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Screen 1 - Parameter Estimation 

 

The "Parameter Estimation" screen allows the estimation of two parameters simultaneously 

and in real time. This screen lets the ideal parameters to be entered in order to create virtual 

samples with the corresponding voltage and current measurements. To determine the samples 

and to make them reliable, it is necessary to add Gaussian noise to the I-V characteristic curve 

and then apply an analogue digital converter. In this way it will be possible to obtain a digital 

representation generated by an analogue quantity, thus having a good replica of the experi-

mentally measured values. 

The graph of the Figure 2.12.4 shows the level lines of the cost function and the simplex 

composed of three vertices (triangle) converging to the minimum value, which means that the 

estimation is done with two parameters simultaneously. This minimum point can be visual-

ized through the contour plot. 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 2.12.4: Parameter estimation screen. (a) Parameter Is e Iph estimation. (b) Parameter n e Iph es-

timation. (c) Parameter n e Rs estimation. 

 

The Figure 2.12.4 shows the screen referring to the parameter estimation where three different 

demo tests were performed in order to demonstrate the operation of the application. Given 

the physiognomy of the application, it is necessary to be careful with the ideal values assigned 

to the parameters as well as the respective guesses, because the graph may not be presented 

as expected and the hole may not be visible. Additionally, there is a field where the user can 
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check the minimum value reached as well as the number of iterations required. The Figure 

2.12.5 shows the flowchart for the "Parameter Estimation" screen. 

 

 

Figure 2.12.5: Flowchart of the "Parameter estimation" screen. 

 

Screen 2 – Parameters Analyses 

 

The "Parameter analyses" screen allows an individual analysis to be made of each parameter.  

The interface allows to know the behaviour of the error function applying (or not) a certain 

percentage of white noise. 
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This screen helps to study the impact that each parameter has in specific circumstances, for 

which a sensitivity analysis is carried out. Sensitivity analysis is a common methodology 

which aims to find the uncertainties in any evaluation, verify the impact that each parameter 

has on the process and the consequences that certain assumptions may have. [90] 

The sensitivity analysis is tested using the RMSE equation (described in (2.25)), which results 

in the difference between the standard condition for the different variable conditions in which 

the parameter changes, as shown in the scheme in the Table 2.12.1. This process helps in 

identifying the sensitivity of parameters whether they are internal or environmental. These 

parameters are closely related to the photovoltaic cell and affect its performance. In the pre-

sent work the five internal parameters of the photovoltaic model (𝑃 =
[𝐼𝑝ℎ 𝐼𝑠 𝑅𝑠 𝑅𝑠ℎ  𝑛]) were studied. With this analysis the quality of the model can be 

improved allowing for a better power extraction from the PV system. [91] [92] 

 

Step State Description 

1 Input Parameter to analyse (𝑃1) 

2 Input Fix the remaining parameters (𝑂𝑛) 

3  Generate the simulated samples 

4  Generate an array with parameters changes 

5  for i=1 to n 

   𝑅𝑀𝑆𝐸𝑝 =
1

𝑛
√∑ (𝐼𝑖 − 𝐼𝑖)2

𝑛
𝑖=1  

end 

6 Output Graphic error function versus parameter 

7 Output Nelder-Mead algorithm modified convergence animated 

Table 2.12.1: Summary algorithm of the sensitivity analysis. 

 

The Figures 2.12.6 – 2.12.11 present examples of sensitivity test performed to each parame-

ter, where in the first graph is the error function that shows the behaviour of the output accu-

rately. An animation based on the modified Nelder-Mead algorithm is also applied to the 

graph, where the convergence process towards the minimum value can be seen. The second 

graph on the screen shows the problem from a financial perspective. For this, there are fields 

that must be filled in: the farm power, the panel power, the number of cells, the number of 

hours it is in operation and the KWh value. In general, the closer the ideal value of the pa-

rameter in study is, the lower the cost losses will be. 

 

Photocurrent 

 

The Figure 2.12.6 show the behaviour of power generation varying the values of the photo-

current where the value of the parameter is varied between 0.345A and 6.555A. Thus, it is 

possible to generate the graph that shows the sensitivity of the parameter referring to the 

photocurrent. 
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(a) 

 
(b) 

Figure 2.12.6: Photocurrent parameter analyses. (a) Approaching from the left. (b) Approaching from 

the right. 

 

For easier analysis, both axes of the graphs are drawn on a logarithmic scale. The current 

values vary constantly, and the curve can be divided into two parts: one part to the right of 

the optimum value and another to the left of the optimum value. By analysing the Figure 

2.12.6 (a) and (b), it can be concluded that the value of the 𝐼𝑝ℎ parameter should be underes-

timated, as the optimum value is reached with a smaller number of iterations. 

 

Saturation current 

 

The saturation current is one of the parameters belonging to the five-parameter single diode 

model. The graphs 2.12.7 (a) and (b) show the error function applying different values of 

saturation current, these values varying between 2 × 10−11A e 3.8 × 10−10A. 

 

 
(a) 

 
(b) 

Figure 2.12.7: Saturation current analysis. (a) Approaching saturation current parameter from the left. 

(b) Approaching saturation current parameter from the right. 
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As observed in both graphs (2.12.7 (a) and (b)), the curve is divided in two parts: the left part 

at the optimal value and the right part at the optimal value. In order to obtain convergence 

with a smaller number of iterations, an estimation should be made on the left of the optimal 

value. However, one must be careful with this estimate, because if the initial value (guess) is 

too far from the optimal value, there is the risk of being in the flat zone and the algorithm 

does not converge. 

 

Serial Resistance 

 

The series resistance was also used to calculate the error function. To do so, a range of values 

was applied and the resistance value was varied, and for the case in the graphs of the Figure 

2.12.8, the resistance was varied approximately between 0.0001 Ω and 0.002 Ω. 

 

 
(a) 

 
(b) 

Figure 2.12.8: Serial resistance parameter analyse. (a) Approaching serial resistance parameter from the 

left. (b) Approaching serial resistance parameter from the right. 

 

As for the previous parameters, the series resistance also has its curve divided into two parts 
separated by the optimum value. In order to obtain a faster estimation and with a lower number 

of iterations, according to the graphs analysis in the Figures 2.12.8 (a) and (b) the initial guess 

should be underestimated. 

 

Diode Ideal Factor 

 

The ideal factor of the diode is another parameter that its sensitivity analysis is done. This 

parameter is between the values 1 and 2 and its analysis is shown in the Figure 2.12.9. 
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(a) 

 
(b) 

Figure 2.12.9: Diode ideal factor parameter analyses. (a) Approaching diode ideal factor parameter 

from the left. (b) Approaching diode ideal factor parameter from the right. 

 

As in most previous studies, in the graphs 2.12.9 relating to the sensitivity analysis of the 

optimal diode factor both axes are on a logarithmic scale. The curve is divided into two parts 

separated by the optimum value. It can be seen that the left-hand side of the curve allows 

faster convergence to the optimum value, and therefore the parameter should be underesti-

mated. Regarding the right side of the curve, if the estimation is done from this side, it is 

necessary to be careful, because there is a flat area which may lead to a non-convergence of 

the algorithm. 

 

Shunt Resistance 

 

The sensitivity of the shunt resistance is also studied. This parameter was identified as the 

most difficult to analyse, because unlike the others whenever a percentage (either big or 

small) of white noise is applied, the function error will suffer significant changes. 

 

 
(a) 

 
(b) 

Figure 2.12.10: Shunt Resistance parameter analyses. (a) Approaching Shunt Resistance parameter from 

the left without noise. (b) Approaching Shunt Resistance parameter from the right without noise. 
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No noise was applied to the graphs in the Figures 2.12.10 (a) and (b), so it is possible to verify 

that this curve has a behaviour similar to the others, in other words, it is divided into two 

parts, separated by the optimum value. By graphical analysis it can be concluded that the 

approximation should be made from the left, which is faster. However, do not forget that this 

rule should not be followed when there is noise in the system as shown in the Figure 2.12.11. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 2.12.11: Shunt Resistance parameter analyses with noise. (a) 0.1% (b) 1% (c)10% 

 

The graphs (Figure 2.12.11 (a)-(c)) show how noise can influence the shunt resistance esti-

mate, for the current example some graphs were generated where a percentage of 0.1%, 1% 

and 10% of noise was added. The higher the noise percentage, the more unstable is the curve 

and consequently the more distant from 𝑅𝑠ℎ = 200Ω (ideal value) the estimate will be. 

As proof, it is highlighted the example where 10% of noise was added to the system (Figures 

2.12.11 (c)). For the same ideal value of parameters and the same guess, a quite different 

curve was obtained with different estimates. Given this uncertainty and differentiability it is 

difficult to identify on which side of the curve the approximation to the optimal value should 

be made.  
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Figure 2.12.12 shows the flowchart for the "Parameter Analyses" screen. 

 

 

Figure 2.12.12: Flowchart of the "Parameter Analyses" screen. 

 

Screen 3 – Cost Parameter Analyses 

 

The third and last screen enables a direct cost analysis to be made for each parameter.  
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The screen consists of six tabs: one tab for the monetary study of each parameter of the single 

diode model and the last tab allows the desired real parameters to be entered. Figures 2.12.13 

and 2.12.14 show examples of how this screen works. 

 

 
(a) 

 
(b) 

Figure 2.12.13: Cost analysis for diode ideal factor. (a) Default estimation. (b) Overestimation. 

 

The Figure 2.12.13 (a) and (b) show a cost analysis carried out at the diode ideal factor pa-

rameter. The study of the parameter was performed by simulating a default estimate and an 

overestimation by selecting possible values present in the spinner. For this example, it was 

considered a farm with 26MW, which operates 8h per day and whose KWh value is 20 cents. 

It can be verified that this parameter, if wrongly estimated, has a high influence on the costs. 

Figure 2.12.14 shows the cost analysis for shunt resistance. 

 

 
(a) 

 
(b) 

Figure 2.12.14: Cost analysis for serial resistance. (a) Default estimation. (b) Overestimation. 
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On the other hand, applying the same simulation conditions, it can be concluded from the 

Figure 2.12.14 (a) and (b) that the shunt resistance does not have a high influence in terms of 

costs, whether it is estimated by default or by excess. 

At the base of this screen is a monetary analysis. The aim is to analyse, in euros (€), the 

amount of money lost in a year if one (or more) parameter is wrongly estimated.  

In general, the PV curve is drawn considering the ideal parameters, thus saving the maximum 

power point (MPP) which is represented in black on the graph (Figures 2.12.13 and 2.12.14). 

The real MPP value resulting from the variation in the parameter under study is shown in red. 

For this it is necessary to enter data such as: total farm power, the panel power, the number 

of cells, KWh value and number of hours of operation. At the end, the application shows the 

ideal and the real power value as well as the cash difference. In this way it is possible to 

conclude about the influence that each parameter has for the costs. The Table 2.12.2 shows 

the algorithm applied. 

 

Step Description 

Ideal Values Real Values 

1 Insert the ideal parameter(s) Insert the real parameter(s) 

2 Drawing the characteristic curve IV Drawing the characteristic curve IV 

3 Drawing the characteristic curve PV Drawing the characteristic curve PV 

4 Calculate 𝑀𝑝𝑝 and 𝑉𝑀𝑃𝑃  Calculate 𝑉𝑀𝑃𝑃  

5 Project the real 𝑉𝑀𝑃𝑃  value onto ideal PV curve. Find the corresponding power value. 

7 𝐾𝑊ℎ_𝑣𝑎𝑙𝑢𝑒 = 𝑃𝑜𝑤𝑒𝑟
× 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛_ℎ𝑜𝑢𝑟𝑠 

𝑑𝑎𝑦_𝑝𝑟𝑖𝑐𝑒 = 𝐾𝑊ℎ_𝑣𝑎𝑙𝑢𝑒 × 𝐾𝑊ℎ_𝑝𝑟𝑖𝑐𝑒 
𝑦𝑒𝑎𝑟_𝑝𝑟𝑖𝑐𝑒_𝑖𝑑𝑒𝑎𝑙 = 𝑑𝑎𝑦_𝑝𝑟𝑖𝑐𝑒 × 365 

𝐾𝑊ℎ_𝑣𝑎𝑙𝑢𝑒 = 𝑃𝑜𝑤𝑒𝑟
× 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛_ℎ𝑜𝑢𝑟𝑠 

𝑑𝑎𝑦_𝑝𝑟𝑖𝑐𝑒 = 𝐾𝑊ℎ_𝑣𝑎𝑙𝑢𝑒 × 𝐾𝑊ℎ_𝑝𝑟𝑖𝑐𝑒 
𝑦𝑒𝑎𝑟_𝑝𝑟𝑖𝑐𝑒_𝑟𝑒𝑎𝑙 = 𝑑𝑎𝑦_𝑝𝑟𝑖𝑐𝑒 × 365 

8 𝑐𝑎𝑠ℎ_𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒_𝑎𝑛𝑢𝑎𝑙_𝑝𝑎𝑛𝑒𝑙 = 𝑦𝑒𝑎𝑟_𝑝𝑟𝑖𝑐𝑒_𝑖𝑑𝑒𝑎𝑙 − 𝑦𝑒𝑎𝑟_𝑝𝑟𝑖𝑐𝑒_𝑟𝑒𝑎𝑙 
𝑐𝑎𝑠ℎ_𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒_𝑎𝑛𝑢𝑎𝑙_𝑓𝑎𝑟𝑚 = 𝑐𝑎𝑠ℎ_𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒_𝑎𝑛𝑢𝑎𝑙_𝑝𝑎𝑛𝑒𝑙 × 𝑛𝑢𝑚_𝑝𝑎𝑛𝑒𝑙 

Table 2.12.2: Logic present in the "Cost Parameter Analyses" screen. 

 

As shown in the logic in Table 2.12.2, initially the ideal parameter values as well as the real 

value(s) are entered into the platform. 

Subsequently, the I-V and also the P-V characteristic curve will be drawn by applying the 

real and ideal parameters, thus making it possible to obtain the voltage value corresponding 

to the maximum power point.  The voltage value corresponding to the real VMMP will be 

projected onto the ideal curve, thus making it possible to know the real maximum power 

value. 

As seen in step 7 and 8 of Table 2.12.2, knowing the number of hours of operation and the 

value of kWh, it is possible to calculate the real and ideal price value. This calculation allows 

to know the monetary value lost (cash difference) in a year if there is a bad parameter esti-

mation. In order to make the calculation as real as possible, knowing the power of each panel 

as well as the power of the photovoltaic farm, the cost estimate is performed at the photovol-

taic farm level. 
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For a better understanding of the algorithm, Figure 2.12.15 shows the flow chart of the "Cost 

Parameter Analyses" screen. 

 

 

Figure 2.12.15: Flowchart of the "Cost Parameter Analyses" screen. 

 

 

 

 

 

 



 
70 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
71 

 

 CHAPTER 

3          

 

 

The present chapter is divided into four stages where all of them aim at validating the modi-

fied Nelder-Mead algorithm. In the first phase, it is used the RTC France cell, whose meas-

urements are available in the laboratory, where it is intended to apply the performance indi-

cators RMSE and R-squared as terms of comparison between the classical and modified 

Nelder-Mead algorithms. Subsequently, two different experimental methods are applied. 

Both have the purpose of measuring current and voltage values at the output of a PV applying 

different methods: an INA219 sensor coupled to an ESP32 board and a measurement acqui-

sition system (DAQ). With this it is intended to obtain the I-V characteristic curves and cal-

culate the maximum power point (MPP). Both methods are described throughout the chapter. 

The experimental part ends with the implementation of the modified Nelder-Mead algorithm 

and the calculation of the MPP in a low-cost embedded system that are of relevant importance. 

 

3.1. Modified N&M algorithm validation 
 

In the present section the experimental validation of the modified Nelder-Mead algorithm is 

performed. This algorithm will be applied to determine the five parameters by fitting the IV 

characteristic curve to the measured data. 

Before carrying out the experimental part, the developed algorithm was validated on an 

R.T.C. France cell. This is a Silicon (Si) cell whose current and voltage measurements were 

already available in the laboratory. These experimental values were acquired at a temperature 

of 33ºC and 1000W/m2. 

It is very important to determine the first set of vertices of the simplex, because the conver-

gence of the algorithm will depend on this choice. Initially, an approximation is sought for 

the first vertex and the others are created according to the criteria defined in "2.8.1 Start and 

Stop Criterion" in Chapter 2. The algorithm will stop when it finds a local minimum, but it 

may fail due to stagnation at a non-stationary point. [62] 

In order to minimise the chances of the above problem occurring, an initial estimation of 

some parameters was made. For this purpose, the measured current and voltage samples are 

analysed (Figure 3.1.1) and, in this case, only the values referring to the "flat area" will be 

considered to perform the simple linear regression and this zone is approached as a straight 

line. 

Linear regression analysis is used to predict the value of one variable based on the value of 

another. The variable that is desired to be predicted is called the dependent variable. The 

variable that is used to predict the value of another variable is called the independent variable. 

Modified Nelder-Mead 

algorithm experimental 

validation 
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This analysis estimates the coefficients of the linear equation, involving one or more inde-

pendent variables that best predict the value of the dependent variable. The linear regression 

fits a straight or shallow line that minimises the discrepancies between predicted and actual 

output values. Then, the value of X (dependent variable) from Y (independent variable) is 

estimated. [64]  

A simple linear regression is an equation, typically of the form shown in (3.1). 

 

𝑦 = 𝑎 + 𝑏𝑥 (3.1) 

 

As indicated above, we intend to estimate the values (𝑥, 𝑦) only by knowing some specific 

values (𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑘 , 𝑦𝑘).  Where the values of 𝑎 and 𝑏 can be calculated by the 

following equations (3.2) and (3.3). 

 

𝑎 =
𝑛∑𝑥𝑖𝑦𝑖 −∑𝑥𝑖∑𝑦𝑖

𝑛∑𝑥𝑖
2 − (∑𝑥𝑖)2

 
(3.2) 

  
𝑏 = 𝑦̅ − 𝑎𝑥̅ (3.3) 

 

Where 𝑛 corresponds to the number of samples, 𝑦̅ and 𝑥̅ are the means of 𝑦 and 𝑥 respectively. 

 

 

Figure 3.1.1: Measured current and voltage values of the RTC France cell. 

 

To the current and voltage values present in Figure 3.1.1 were applied to equations (3.2) and 

(3.3). The first 8 points (𝑛=8) were considered for the calculations and the straight line in 

equation (3.4) was obtained. 

 

𝑦 = −1.5750 × 10−2𝑥 + 0.76035 (3.4) 
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Figure 3.1.2: Straight line obtained considering the experimental results of the RTC France cell. 

 

With the values calculated for the straight line equation and based on the experiment, it is 

concluded that the value intersecting the ordinate axis is relatively close to the value of the 

parameter 𝐼𝑝ℎ. On the other hand, the value corresponding to the slope of the straight line is 

in the same magnitude order of the 𝑅𝑠 parameter value. Therefore, these will be the initial 

values of the simplex for the parameters 𝐼𝑝ℎ  (0.76035 [𝐴])  and 𝑅𝑠  (1.5750 × 10
−2[Ω]) to be 

considered, thus being possible to reduce the chance of the algorithm stagnating at a local 

minimum or even to avoid the probability of non-convergence of the algorithm. 

Finally, in order to analyse the performance of the algorithm three different experimental tests 

were carried out. The goal is to verify the convergence and performance of the modified N-

M algorithm and the classical N-M algorithm when applied different initial guesses keeping 

the values of 𝐼𝑝ℎ and 𝑅𝑠 𝑝arameters estimated by linear regression. The algorithm applied, is 

described in the flowchart in Figure 3.1.4. 

The following performance indicators were used as comparison object: Root means square 

error (RMSE) and R-squared (𝑅2). 

The RMSE is a frequently used measure of the differences between the values (sample or 

population values) predicted by a model or an estimator and the observed values. The RMSE 

represents the square root of the second sample moment of the differences between the pre-

dicted and observed values or the root mean square of these differences. These deviations are 

called residuals when the calculations are performed on the data sample that was used for the 

estimation and are called errors (or prediction errors) when calculated outside the sample. 

RMSE is used for aggregating the magnitudes of errors in predictions for multiple data points 

into a single measure of predictive power. RMSE is a measure of accuracy for comparing 

prediction errors of different models for a given data set, not across data sets, as it is scale 

dependent. [93] 

The RMSE is always non-negative and a value of zero (almost never achieved in practice) 

would indicate a perfect fit to the data. In general, a lower RMSE is better than a higher one. 

[94] 

The mathematical expression for calculating the root means square error is the same as that 

applied in expression (2.33), i.e., 
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𝑅𝑀𝑆𝐸 = √
1

𝑁𝑝
(∑(𝐼𝑝 − 𝐼𝑝)

2

𝑁𝑝

𝑝=1

) 

 

(3.5) 

 

The coefficient of determination is a statistical measure that considers the difference in one 

variable that can be explained by the difference in a second variable when predicting the 

result of a given event. In other words, this coefficient, which is more commonly known as 

R-squared (or 𝑅2), evaluates how strong the linear relationship between two variables is and 

is widely used by researchers when conducting trend analyses and is calculated by the math-

ematical expression (3.6). [95] 

 

𝑅2 = 1 −
∑ (𝐼𝑖 − 𝐼𝑖)

2𝑚
𝑖=1

∑ (𝐼 ̅ − 𝐼𝑖)2
𝑚
𝑖=1

 
 

(3.6) 

 

The coefficient of determination is a measure used to explain how much variability in one 

factor can be caused by its relationship with another related factor. This correlation, known 

as "quality of fit", is represented as a value between 0.0 and 1.0. A value of 1.0 indicates a 

perfect fit and is therefore a highly reliable model for future predictions, while a value of 0.0 

indicates that the calculation cannot accurately model the data. 

In a graph, the quality of fit measures the distance between a fitted line and all the data points 

that are scattered throughout the graph. The narrow data set will have a regression line close 

to the points and will have a high level of fit, meaning that the distance between the line and 

the data is small. 

Considering the flow chart present in Figure 3.1.4 different test cases were performed for 

R.T.C. France cell as shown in the graphs of Figure 3.1.3. 

Through the analysis of the results obtained, it is possible to verify the importance that the 

initial simplex has for the search of minimum values. In the different experimental test cases 

it is verified that the classical Nelder-Mead algorithm, represented in red on the graphs and 

Tables 1.3.1-1.3.3, presents some difficulty in reaching the ideal values, and may even move 

away from them when the initial guesses are not close to them, such effect being visible in 

Figure 3.1.4 (c) and respective Table 3.1.3. 

 

 
(a) 

 
(b) 
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(c) 

Figure 3.1.3: Experimental tests. (a) Test case 1 - best fit of the straight line to the measured values. (b) 

Test case 2 - second best fit of the straight line to the measured values. (c) Test case 3 - worst fit of the 

straight line to the measured values. 

 

Designation Parameter symbol N&M classical algo-

rithm 

N&M modified algo-

rithm 

Five parameters 𝐼𝑝ℎ[𝐴] 0.753 0.761 

𝐼𝑠[𝐴] 2.315 × 10−7 3.107 × 10−7 
𝑅𝑠[Ω] 3.879 × 10−2 3.655 × 10−2 
𝑅𝑠ℎ[Ω] 2.962 × 102 52.89 
𝑛 1.486 1.516 

Short circuit current 𝐼𝑠𝑐[𝐴] 0.757 0.760 
Open circuit voltage 𝑉𝑜𝑐[𝑉] 0.573 0.573 

Voltage at 𝑃𝑚𝑎𝑥 𝑉𝑚𝑝[𝑉] 0.4507 0.4507 

Maximum power 𝑃𝑚𝑝[𝑊] 0.3124 0.3107 

Root Mean Squared 

error 

RMSE 2.8312 × 10−3 7.7301 × 10−4 

Coefficient of deter-

mination 
𝑅2 0.9991 0.9999 

Table 3.1.1: Results of the experimental test case 1. 

Designation Parameter symbol N&M classical algo-

rithm 

N&M modified algo-

rithm 

Five parameters 𝐼𝑝ℎ[𝐴] 0.753 0.761 

𝐼𝑠[𝐴] 2.315 × 10−7 3.107 × 10−7 
𝑅𝑠[Ω] 3.879 × 10−2 3.655 × 10−2 
𝑅𝑠ℎ[Ω] 2.962 × 102 52.89 
𝑛 1.486 1.516 

Short circuit current 𝐼𝑠𝑐[𝐴] 0.762 0.760 
Open circuit voltage 𝑉𝑜𝑐[𝑉] 0.572 0.573 

Voltage at 𝑃𝑚𝑎𝑥 𝑉𝑚𝑝[𝑉] 0.4507 0.4507 

Maximum power 𝑃𝑚𝑝[𝑊] 0.3124 0.3107 

Root Mean Squared 
error 

RMSE 2.8485 × 10−2 7.7301 × 10−4 

Coefficient of deter-

mination 
𝑅2 0.99624 0.99999 

Table 3.1.2: Results of the experimental test case 2. 
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Designation Parameter symbol N&M classical algo-

rithm 

N&M modified algo-

rithm 

Five parameters 𝐼𝑝ℎ[𝐴] 0.737 0.758 

𝐼𝑠[𝐴] 1.213 × 10−11 7.217 × 10−7 
𝑅𝑠[Ω] 2.917 × 10−2 3.347 × 10−2 
𝑅𝑠ℎ[Ω] 5.447 2.1560 × 104 
𝑛 0.901 1.607 

Short circuit current 𝐼𝑠𝑐[𝐴] 0.769 0.758 
Open circuit voltage 𝑉𝑜𝑐[𝑉] 0.573 0.573 

Voltage at 𝑃𝑚𝑎𝑥 𝑉𝑚𝑝[𝑉] 0.4805 0.4496 

Maximum power 𝑃𝑚𝑝[𝑊] 0.3139 0.3165 

Root Mean Squared 

error 

RMSE 3.1065 × 10−1 2.3548 × 10−3 

Coefficient of deter-
mination 

𝑅2 0.9764 0.9994 

Table 3.1.3: Results of the experimental test case 3. 

 

On the other hand, it can be seen that the modified Nelder-Mead algorithm (blue curve in the 

graphs) maintains, in general, a good fit to the points. It is also possible to compare, in each 

test case table, the RMSE and R2 results as well. In these parameters it is noticeable that the 

value of the residuals is smaller for the developed algorithm as well as the coefficient of 

determination is closer to the value 1. In this way it may be concluded that the modified 

algorithm, for the conditions tested, has a better performance than the classical algorithm. 

 

 

Figure 3.1.4: Program that estimates the parameters, calculates the value of the maximum power point, 

and compares the classical and modified N&M algorithms. 
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3.2. Method 1 – Sensor to read data 
 

The first experimental work aims to integrate an embedded system with a sensor, which al-

lows making measurements of current and voltage values of a photovoltaic panel. The instru-

mentation required to carry out the experiment comprises a photovoltaic module, a variable 

resistor, an INA219 sensor and one microcontroller ESP32. The configuration schematic of 

the experimental setup is shown in Figure 3.2.1. 

 

 

Figure 3.2.1: Schematic of the experimental method implemented. 

 

With this assembly and exposing the panel to solar radiation, it is intended to trace the I-V 

characteristic curve of the photovoltaic module used, subsequently applying the Nelder-Mead 

algorithm in order to identify the value of the five PV parameters and finally calculate the 

maximum power point value (𝑃𝑚𝑎𝑥). 

The INA219 sensor, whose description is given in the subtopic "INA219 sensor", will detect 

the current and voltage at the output of the photovoltaic panel.  The readings are then trans-

mitted to the ESP32 microcontroller. The board was programmed using the Arduino IDE 

where an available library called "Adafruit INA219" was used to program the INA219 mod-

ule.  At the same time, the ESP32 device performs a serial communication with the computer 

that, through a programmed protocol, the readings (current and voltage) will be received in 

the MATLAB software. 

To perform the experimental activity, it is used a photovoltaic module of the Figure 3.2.2 

available in the laboratory composed of 14 solar cells in series and with an area of 

3.68 × 10−2 m2. 
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Figure 3.2.2: Photovoltaic module for experimental work. 

 
INA219 Sensor 

The INA219 module (Figure 3.2.3) is a current and voltage sensor developed for monitoring, 

using a shunt resistor to make the necessary measurements. Its interface has compatibility for 

I2C or SMBUS, being responsible for monitoring the voltage drop in the shunt resistor and 

the bus supply voltage. The module performs measurements in the range of 0 to 26 VDC, 

with maximum current limit according to the shunt resistance, the board features a 100mΩ 

shunt resistor, and the maximum tolerated current is 3.2 A. To power the module, it is neces-

sary to use a 3 or 5V source. [96] 

 

 

Figure 3.2.3: Sensor INA219. [97] 

 

Due to the impossibility of measuring the current directly in the component, the INA sensor 

uses a shunt resistor. The shunt resistor is a resistor connected in series with the load, and 

through the voltage drop over this component it is possible to determine the current in the 

circuit, usually a low resistance component is used, so that it does not interfere with the total 

resistance, usually between 1mΩ and 1Ω, and of high power to withstand the current without 

suffering damage.  The current calculation is made following the principle of Ohm's Law, 

knowing the resistance (R) and the voltage (V), it is possible to determine the current, accord-

ing to equation (3.7). 
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𝐼 =
𝑉

𝑅
 

(3.7) 

 

The Figure 3.2.4 shows the simplified schematic of the module available in the datasheet. 

The INA219 sensor has 16 programmable addresses, jumpers for I2C addressing and an in-

ternal 12 bit ADC converter. [96] 

 

 

Figure 3.2.4: Simplified schematic diagram of an INA219 module. [96] 

 

ESP microcontroller 

The ESP family was created and is produced by the Chinese company Espressif Systems 

which aimed to facilitate access to the world of prototyping by integrating several compo-

nents, previously sold separately, on a single board. [98] 

ESPs are structured in a similar way to an Arduino: they have a memory module, one for Wi-

Fi connection, another for Bluetooth, GPIO pins (General Purpose Input/Output, used for 

digital signals) and ADC channels (Analogic-Digital Converter, for analog signals), all con-

trolled by a microprocessor. These microcontrollers are able to interpret programming lan-

guages other than C++, such as JavaScript, Python and C. 

The ESP family is extremely versatile and has applications in any prototyping, automation 

and especially IoT (Internet of Things) projects. All these boards can communicate with other 

devices through the Internet or Bluetooth. In addition, its board occupies a small area, and 

supports temperatures from - 40 to 125 ºC, which allows its use in various environments. 

ESPs are microcontrollers suitable for projects that need access to the Internet or are in unfa-

vourable environments for technology, which are the reasons why it was thought to apply 

these panels in the present experimental work. In this regard was used the ESP32 (Figure 

3.2.5) microcontroller, placed on the market in 2016 by the company Espressif Systems. 
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Figure 3.2.5: ESP32 microcontroller. [99] 

 

On the pins of an ESP32, there are 34 GPIO ports, 3 SPI, 2 I2S, 2 ADC converters (12 bits) 

of up to 18 channels, 2 DAC converters (8 bits), 3 UART, 10 touch sensor pins, PWM, among 

others. The diagram in the Figure 3.2.6 shows the distribution of the existing components on 

the board. [100] 

 

 

Figure 3.2.6: Distribution of components in an ESP32 microcontroller. [100] 

 

Results of experimental Nelder-Mead algorithm 

 

This section is devoted to the validation of the modified Nelder-Mead algorithm based on the 

experimental measurements obtained by applying the experimental method 1. The analysis is 

performed through the dependence that the algorithm presents by applying different values 

for the initial simplex and the effect that the tolerance imposed as a stopping criterion has. 
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Similarly to the RTC France cell, the results obtained using the classical and modified Nelder-

Mead algorithm are compared. 

Note that the value of the cell temperature was not measured, so for the purposes of applying 

the algorithm the temperature of 25ºC was considered.  The Table 3.2.1 shows the initial 

conditions to start the iterative process of the algorithm.  

 

  Case 1 Case 2 

Number of cells 14 

Straight line equation 𝑦 = −3.3852 × 10−3𝑥 + 0.55633 

Initial guesses 

𝐼𝑝ℎ[𝐴] 0.55633 0.55633 

𝐼𝑠[𝐴] 1 × 10−9 1 × 10−8 

𝑅𝑠[Ω] 3.3852 × 10−3 3.3852 × 10−3 

𝑅𝑠ℎ[Ω] 200 200 

𝑛 1.2 1.7 

Table 3.2.1: Initial conditions to start the algorithm. 

 

As shown in Table 3.2.1. two different test cases were performed for the same measurements 

taken through the experimental process of Figure 3.2.1. Figure 3.2.7 shows the graphs ob-

tained for both cases. 

 

 
(a) 

 
(b) 

Figure 3.2.7: IV characteristic curve and measured values. (a) Case 1. (b) Case 2. 

 

Figures 3.2.7 (a) and (b) show the curve fitting to the measured values. In order to estimate 

the parameters, the classical Nelder-Mead algorithm (curve in red) and the modified Nelder-

Mead algorithm (curve in blue) were applied.  

To display the results, two different cases were studied where for some of the parameters a 

different initial guess was applied. To the modified Nelder-Mead algorithm, it was checked 

that the values achieved in both cases are very close and in general, within the same order of 
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magnitude. On the other hand, the results achieved by the classical algorithm are very distinct 

and the same can be seen in the graphs, where in case 1 (Figure 3.2.7 (a)) the curve obtained 

does not fit the experimental values. 

In order to complement the graphs in Figure 3.2.7, two Tables (3.2.2 and 3.2.3) were prepared 

with the results obtained for both case studies. 

 

Designation Parameter symbol N&M classical algo-

rithm 

N&M modified al-

gorithm 

Five parameters 

𝐼𝑝ℎ[𝐴] 0.606 0.556 

𝐼𝑠[𝐴] 9.542 × 10−9 3.1211 × 10−6 

𝑅𝑠[Ω] −4.505 × 10−2 0.5578 

𝑅𝑠ℎ[Ω] 40.541 4.045 × 102 

𝑛 1.223 1.794 

Short circuit current 𝐼𝑠𝑐[𝐴] 0.606 0.556 

Open circuit voltage 𝑉𝑜𝑐[𝑉] 7.7419 7.7824 

Voltage at 𝑃𝑚𝑎𝑥 𝑉𝑚𝑝[𝑉] 6.4283 6.0154 

Maximum power 𝑃𝑚𝑝[𝑊] 2.7483 2.9326 

Root Mean Squared 

error 

RMSE 3.1097 × 10−2 2.4599 × 10−3 

Coefficient of deter-

mination 
𝑅2 0.98123 0.99988 

Table 3.2.2: Results of Case 1. 

 

Designation Parameter symbol N&M classical algo-

rithm 

N&M modified al-

gorithm 

Five parameters 

𝐼𝑝ℎ[𝐴] 0.559 0.558 

𝐼𝑠[𝐴] 7.9571 × 10−7 8.1838 × 10−7 

𝑅𝑠[Ω] 0.1919 0.7108 

𝑅𝑠ℎ[Ω] 1.6086 × 102 3.036 × 102 

𝑛 1.613 1.6165 

Short circuit current 𝐼𝑠𝑐[𝐴] 0.557 0.557 

Open circuit voltage 𝑉𝑜𝑐[𝑉] 7.7631 7.7861 

Voltage at 𝑃𝑚𝑎𝑥 𝑉𝑚𝑝[𝑉] 6.2351 6.0403 

Maximum power 𝑃𝑚𝑝[𝑊] 2.9697 2.9518 

Root Mean Squared 
error 

RMSE 1.4572 × 10−2 2.7646 × 10−3 

Coefficient of deter-

mination 
𝑅2 0.99518 0.99985 

Table 3.2.3: Results of Case 2. 

 

Finally, analysing the values of the Tables 3.2.2 and 3.2.3 for the Root Mean Squared Error 

(RMSE) and the coefficient of determination (R2), it can be concluded that the residual value 
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obtained in both cases is lower for the developed algorithm and there is also a better adjust-

ment of the curve to the points by this one (value closer to 1). 

 

3.3. Method 2 – Data acquisition system 
 

There are different processes for carrying out experimental work. In this second method, a 

data acquisition board (DAQ), a function generator and a photovoltaic module (Figure 3.2.2) 

were used to obtain valid readings in real time. The experiments were made with the photo-

voltaic panel under solar radiation, thus it is possible to obtain more accurate results to iden-

tify the panel behaviour.  

 

Data acquisition (DAQ) board 

 

Acquiring data can simplistically be defined as measuring real world information. Most real-

world occurrences and their measurement have an analogue character. So the aim is to collect 

the information about the physical and electrical phenomenon happening in the project. This 

collection helps to understand the behaviour of the system. To perform data acquisition 

(DAQ) four distinct phases are required: sensors, measuring devices, instruments and com-

puter. This set is called a DAQ system and is represented schematically in Figure 3.3.1. [101] 

[102] 

 

 

Figure 3.3.1: DAQ Data Acquisition system block diagram. [101] 

 

As shown in diagram 3.3.1, a DAQ system consists of sensors, DAQ device and the computer. 

The sensors (or transducers) convert are devices that transform a physical magnitude, such as 

temperature, pressure, position (among others), into an electrical signal (voltage or current). 

Since the electrical signals generated by the sensors must be optimized for the ADC (Analog-

to-Digital) converter input scale, signal conditioning must be performed. Signal conditioning 

consists in amplifying low intensity signals, isolating and filtering them for more precise 

measurement. These are the functions of the DAQ board: signal conditioning and ADC con-

verter. Finally, the computer has the platform to run the DAQ system application, which re-

quires the special driver software to be installed on the computer. In order to transmit signals, 

the blocks are interconnected with each other. This function is performed by the data bus 

based on a protocol such as: RS232, RS485, Ethernet, USB, or other field buses. [101] 
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In the present work, MATLAB R2021a is used as the software that makes the connection 

with the board. As mentioned, it could use different types of communication, however the 

GPIB port to USB will be used as a means of connection. Additionally, the NI-DAQmx driver 

software is installed in order to read the data through the MATLAB tool. 

The data acquisition board plays an important role as a means of communication between 

sensors and the computer. Through software installed on the computer, it can decode the 

signal from the DAQ and communicate with it. The data acquisition board used in this work 

is the NI USB-6009 shown in the Figure 3.3.2. 

 

 

Figure 3.3.2: NI USB-6009 DAQ board. [103] 

 

The NI USB-6009 board is a low-cost multifunction DAQ device. As shown in the Figure 

3.3.3, it has 8 analogue inputs of 13 and 14 bits with a maximum sampling rate of 48 kS/s, 2 

analogue output 12 bits, 12 digital I/O and a 32 bits counter. The USB-6009 provides basic 

functionality for projects and laboratory experience. The device has a lightweight mechanical 

box and is bus-powered for easy portability. It can easily connect sensors and signals to the 

USB-6009 with screw terminal connectivity. [104] [105] 

 

 

Figure 3.3.3: NI USB-6009 port description. [104] 
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Function generator and GPIB devices 

 

A Function Generator is an instrument used to generate electrical waveform signals. The fre-

quency is variable (from a few Hz to hundreds of MHz) as well as the signal amplitude (volt-

age). These devices are widely used in laboratories as signal sources for testing various types 

of electronic equipment. A function generator is normally capable of generating sine, trian-

gular, square and sawtooth waves, all with various frequencies and amplitudes. It usually has 

a frequency meter attached and several adjustment and selection buttons, as well as signal 

outputs. Its operation is based on electronic circuits, oscillators, filters and amplifiers. [106] 

In the present work it was used the AFG 320 (Figure 3.3.4) function generator available in 

the laboratory. It is a function generator with two independent output channels and the instru-

ment supports standard waveforms such as: sine, square, triangular, ramp, pulse, DC and 

noise.  

 

 

Figure 3.3.4: AFG 320 function generator used in the experimental work. 

 

The output characteristics are shown in Table 3.3.1. [107] 

 

Characteristic Description 

Amplitude (into 50Ω) 50𝑚𝑉𝑝−𝑝 to 10𝑚𝑉𝑝−𝑝. Accuracy: ±(1% of 
setting + 5mV) at 1kHz, no offset 

Offset (into 50Ω) 505 𝑚𝑉𝑝−𝑝 to 10 𝑉𝑝−𝑝 amplitude: peak 
amplitude + offset is limited to +5V or –5 V. 

50 𝑚𝑉𝑝−𝑝 to 500 𝑚𝑉𝑝−𝑝 amplitude: –0.75 V 
to +0.75 V. Accuracy: ± (1% of setting +5 mV) 

Resolution 5mV 

Impedance 50 Ω 

Table 3.3.1: Output characteristics of the AFG 320 function generator. [107] 
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The AFG 320 function generator loads waveforms from using GPIB (General-Purpose Inter-

face of Bus) interface. In this sense, a GPIB-USB-HS is used to provide the interface between 

MATLAB tool and the function generator allowing automatic control of the output wave-

forms, depending on the information received. 

The GPIB-USB-HS (Figure 3.3.5) is a portable analyser device and IEEE 488 controller for 

computers with USB slots. It can be used to integrate an instrument into a system using GPIB. 

The GPIB-USB-HS can connect to a high-speed USB port and can control up to 14 program-

mable GPIB instruments. This device has a modern design, which provides physical compat-

ibility with almost any instrument. [108] 

 

 

Figure 3.3.5: GPIB-USB-HS interface. [108] 

 

Application of the method and results 

 

Finally, the experimental procedure is implemented where DAQ is applied. The Figure 3.3.6 

shows the assembly carried out in a laboratory environment, where the photovoltaic panel, 

through a breadboard, is connected to a DAQ board and the function generator. 

 

 

Figure 3.3.6: Schematic of the experimental method implemented. 
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The computer has the necessary drivers and programs installed to communicate with the func-

tion generator and DAQ board. In order to communicate successfully with the function gen-

erator and read information from the board, code was developed in MATLAB environment. 

In this sense, the DAQ is connected to the computer which provides information on the volt-

age readings made on the PV module through functions for this purpose available in the 

MATLAB tool. A resistor with 1.2Ω is connected to the PV, where the voltage value is also 

read. Finally, the function generator is connected in parallel to the photovoltaic module. The 

aim is to generate a function so that the I-V characteristic curve of the panel can be plotted. 

The inputs A0+/- and A1+/- of the DAQ are connected to the output of the photovoltaic mod-

ule in order to measure the output voltage and also to the additional resistor to measure its 

voltage. The purpose of the resistance present in the circuit is to find out the value of the 

current in the circuit. Once the voltage value is known and also the resistance value is known, 

the current is calculated using Ohm's law. Through MATLAB, indication is given to the func-

tion generator to generate a RAMP type signal where the values regarding amplitude and 

frequency will be adjusted based on the experiment and results obtained. All the values read 

are stored in the workstation being used to subsequently plot the characteristic of the photo-

voltaic panel under study. 

Due to the maximum amplitude limit of the function generator used (see Table 3.3.1) it was 

not possible to perform the experiment with the panel exposed directly to solar radiation, 

placing it in the shadow. Applying the present laboratory method, the current and voltage 

measurements were taken as shown in the Figure 3.3.7. 

 

 

Figure 3.3.7: Output Figure I-V measurements from the data acquisition system. 

 

The modified Nelder-Mead algorithm was used to estimate the parameters. However, for 

comparative study purposes, the classic Nelder-Mead algorithm is also applied. In this way, 

as in the other methods, the logic present in the flowchart of Figure 3.1.3 is followed. The 

graphics in the Figure 3.3.8 show the fit of the I-V curve obtained to the points measured with 

the DAQ as well as the respective P-V curve. 

Note that the cell temperature was not measured in the experiment. For the estimation of the 

parameters a temperature of 25ºC was applied in the algorithm. Considering that in the pre-

vious experiments were discussed the importance that the initial guesses must initialise the 

Nelder-Mead algorithm, in the present method it was attempted to attribute to the initial sim-

plex values close as possible to the minimum value in order to obtain better estimates. 
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(a) 

 
(b) 

Figure 3.3.8: Characteristic curve using DAQ system. (a) I-V characteristic curve and measured values 

applying the modified and classical Nelder-Mead algorithms. (b) P-V curve applying the modified and 

classical Nelder-Mead algorithms. 

 

The analysis of the graphs as well as the results achieved in the Table 3.3.2 shows the modi-

fied Nelder-Mead algorithm presents a better performance than the classical algorithm. It is 

notable that, for this case, the classical Nelder-Mead algorithm presents some difficulty in 

adjusting to the measured points. Relatively to the classical algorithm it can also be concluded 

that this shows a greater sensitivity to the initial guesses assigned to each parameter. 

 

Designation Parameter symbol N&M classical algo-

rithm 

N&M modified al-

gorithm 

Five parameters 

𝐼𝑝ℎ[𝐴] 3.9827 × 10−2 3.8776 × 10−2 

𝐼𝑠[𝐴] 3.6189 × 10−9 3.5125 × 10−7 
𝑅𝑠[Ω] −6.1863 × 10−4 0.97772 
𝑅𝑠ℎ[Ω] 9.1864 × 102 2.0190 × 103 
𝑛 1.2278 1.7163 

Short circuit current 𝐼𝑠𝑐[𝐴] 3.9827 × 10−2 3.8752 × 10−2 
Open circuit voltage 𝑉𝑜𝑐[𝑉] 7.0687 7.1127 

Voltage at 𝑃𝑚𝑎𝑥 𝑉𝑚𝑝[𝑉] 5.8590 5.6176 

Maximum power 𝑃𝑚𝑝[𝑊] 0.18385 0.1836 

Root Mean Squared 

error 

RMSE 1.0376 × 10−3 2.7529 × 10−4 

Coefficient of deter-
mination 

𝑅2 0.98972 0.99928 

Table 3.3.2: Results after applying the modified and classical Nelder-Mead algorithms. 

 

Even considering this is a small and low power photovoltaic panel, a cost analysis can be 

carried out to verify the amount of money lost in a year if the classic Nelder-Mead algorithm 

was applied. To do this, it was started by projecting the 𝑉𝑚𝑝 value obtained through the classic 

Nelder-Mead algorithm on the P-V curve of the modified Nelder-Mead algorithm, thus know-

ing the maximum power point as shown in the Figure 3.3.9. 
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Figure 3.3.9: Projection of the Vmp value of the classical Nelder-Mead algorithm onto the PV curve of 

the modified Nelder-Mead algorithm. 

 

This simulation, considering a 1MW farm, will have approximately 55 million photovoltaic 

panels with the defined characteristics, where these panels work 8h/day with the kWh value 

at 20 cents. Performing the calculations, there will be a monetary difference of 64 394€ in 

one year.  In the Figure 3.3.10 is a graph with cost forecasts applying the same conditions 

until 20 years. Note that the present monetary study carried out corresponds to the photovol-

taic panel used to perform the laboratory experiments.  

 

 

Figure 3.3.10: Cash difference lost if the parameters of the classical Nelder-Mead algorithm are applied. 

 

3.4. Method 3 – Using a microcontroller 
 

Embedded systems are increasingly present in our daily life, the low-cost technology allowed 

the increase of the hardware capacity, enabling the implementation of more complex appli-

cations. The emergence of new applications is driven by market growth and a better 
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knowledge of human needs. However, the complexity of these new applications is reflected 

in the process of their development. The purpose of this method is to apply a low-cost em-

bedded system to calculate the value of the maximum power point using a photovoltaic panel 

exposed solar radiation. The Figure 3.4.1 shows the laboratory assembly. 

 

 

Figure 3.4.1: Schematic of the experimental method implemented. 

 

Using an ESP32 microcontroller, it will acquire the values at the photovoltaic panel's output 

through an INA219. In order to vary the voltage values, similarly to the first laboratory work, 

a variable resistance available in the laboratory is used. 

Arduino IDE was the software chosen to program the ESP32, the board was programmed 

with the modified Nelder-Mead algorithm whose logic is shown in the flowchart in the Figure 

3.4.2.  

Applying the assembly presented in Figure 3.4.1, the following characteristics of the photo-

voltaic module present in Table 3.4.1 are obtained. 

 

Designation Parameter symbol N&M modified algorithm 

Five parameters 

𝐼𝑝ℎ[𝐴] 5.8530 × 10−1 

𝐼𝑠[𝐴] 1.0015 × 10−6 

𝑅𝑠[Ω] 3.4696 × 10−3 
𝑅𝑠ℎ[Ω] 60.032 

𝑛 1.6616 
Short circuit current 𝐼𝑠𝑐[𝐴] 5.8527 × 10−1 
Open circuit voltage 𝑉𝑜𝑐[𝑉] 7.79024 

Voltage at 𝑃𝑚𝑎𝑥 𝑉𝑚𝑝[𝑉] 6.23218 

Maximum power 𝑃𝑚𝑝[𝑊] 2.79033 
Table 3.4.1: Characteristics of the photovoltaic module with ESP32 microcontroller. 
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Figure 3.4.2: Flowchart with the logic implemented in the ESP32. 

 

As shown in the flowchart in Figure 3.4.2, the ESP32 will instruct the INA 219 sensor to 

collect 30 points (voltage and current values) by varying a load and store them in the board 

memory. After indicating the guesses for building the initial simplex, the modified Nelder-

Mead algorithm will be executed on the ESP32 board until the convergence criteria is satis-

fied. With the five parameters obtained, it will then be possible to know the P-V characteristic 

curve thus calculating the maximum power point value.  

This validation method is under development in the NeuralSolar startup, where the aim is to 

extract the exact parameters by applying low tolerances. However, this work was an im-

portant step in the characterisation of photovoltaic panels, where the development of the mod-

ified Nelder-Mead algorithm was started and advantageous alterations were applied to the 

method in favour of the photovoltaic panel functions. 
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CHAPTER 

   4                                 

 

 

 

 

The present research work addressed several topics in the area of photovoltaic panels param-

eters estimation. Due to the non-linear nature of the equation resulting from the model de-

scribing the behaviour of a photovoltaic cell, it was chosen to apply the Newton-Raphson 

numerical method in order to plot the characteristic I-V curve. 

The main aim of the dissertation work was to develop an algorithm to calculate the maximum 

power point of a photovoltaic panel. In this sense, the modified Nelder-Mead algorithm, 

which allows the estimation of the five parameters of a solar cell in real time, was developed 

and validated. Based on the classical algorithm, a way to improve it was sought. Modifica-

tions were made in the stopping criterion and also in the initialization criterion. The initiali-

zation points of the algorithm are the fundamental key for the convergence of the algorithm 

without getting stuck on a wrong value or a local minimum value. In this sense, given the 

importance of the initial simplex for the convergence of the algorithm it was thought strate-

gies to apply and were suggested the following two: estimate the initial guesses through the 

analysis of the trend of the I-V characteristic curve, which was only applied to two of the 

parameters and on the other hand a versatile interface was developed. This application allows 

studying the algorithm behaviour during the cost function minimisation, analysing the level 

lines, the error function and also allows analysing the problem from a financial perspective 

in case there is a bad estimate of a parameter. In order to analyse the performance of the 

developed algorithm in the adjustment of the curve to the measured values, two different 

indicators were used: RMSE and R-squared. These indicators allow to conclude, for the stud-

ies carried out, that the modified Nelder-Mead Algorithm presented a better fit between curve-

measured values than the classic algorithm. 

Another goal of this work was to program a low-cost embedded system (ESP32) that allows 

the measurement of current and voltage in a photovoltaic panel and apply the developed al-

gorithm to calculate the MPP value without using MATLAB software (which did not happen 

with the other experimental methods performed), only using the Arduino IDE to display the 

readings and the USB port to power the board. Given the impossibility of achieving very low 

tolerances, which is possible using MATLAB, the values obtained are not as accurate and 

sometimes may not reach the desired minimum value.  

The importance of the sensitivity analyses carried out should be highlighted. Besides allowing 

the creation of confidence intervals for each parameter, it also allowed to conclude about the 

importance of the noise, especially on the shunt resistance parameter, where the higher the 

percentage, the more unexpected is the behaviour of its error function. 

Conclusion and future work 
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Finally, it is important to mention that all the work developed in the dissertation is integrated 

in NeuralSolar startup project and respective patent. 

Considering the work performed, there are topics that can be developed in the future, such 

as: 

1. Optimization of the modified Nelder-Mead algorithm, mainly to tune the search 

ranges of values for the vertices of the initial simplex as well as the minimum number 

of elements required for the search. 
2. Take temperature readings when the panel is exposed to solar radiation. 

3. Another important point that should be studied is the behaviour of the shunt resistance 

when white noise is applied. This parameter, unlike the others, has an uncertain be-

haviour whenever noise is applied, whose curves have different shapes and minimum 

values of different magnitudes. 

4. The developed application can be connected locally or remotely to a photovoltaic 

panel with the purpose that it works as an auxiliary tool to identify the initial guesses 

to apply to the modified Nelder-Mead algorithm. 
5. In order to identify the best initial guesses, as an alternative to the application, an 

intensive study of the measured IV characteristic curve could be done. In the present 

work, through the flat area analysis it was estimated possible values for the photocur-

rent and series resistance. In this sense the behaviour of the curve could be studied to 

estimate values for the remaining parameters. 

6. The experimental results obtained by applying the ESP32 microcontroller are not the 

same as those obtained using the MATLAB tool. In this sense, due to memory issues 

and ESP32 characteristics, it could be necessary to use a device with more 

memory/processing capacity such as the TM4C123G board from Texas Instrument 

or a Raspberry PI board. Thus, the ESP32 microcontroller connected to the INA219 

sensor would be exclusively responsible for reading the measurements at the PV out-

put while the additional board with more features has the modified Nelder-Mead al-

gorithm implemented and performs the calculation of the MPP value.  
7. Since it is intended to create an automatic system, the use of a variable resistor as a 

load does not become practical. Therefore, it would be necessary to create a circuit 

with additional electronics with a feature similar to the function generator allowing 

the IV curve to be plotted. There are several methods for doing this electronically and 

some of them are described in the article. [109] 
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